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9.1 INTRODUCTION

This chapter dealswith howunit operations inAPI synthesis

can be described, predicted, and scaled using classical

chemical engineering principles. This allows design to be

completed more quickly and with greater success than

adopting a trial and error approach. Several common ap-

plications are worked through in detail for illustration.

Examples and references to industry projects utilizing these

concepts are included.

9.1.1 Rate Processes in API Unit Operations

Table 9.1 lists the rate processes involved in common unit

operations in API synthesis. Characterization of each rate

process is often feasible; the apparent complexity of unit

operations arises from the combination of several rate pro-

cesses in a single operation. Inmany cases, one rate process is

limiting and dominates the others.

Other chapters in this book also address several of these

rate processes and operations, including ‘‘Reaction Kinetics

and Characterization,’’ ‘‘Design of Distillation and Extrac-

tion Operations,’’ ‘‘Design of Filtration and Drying Opera-

tions,’’ ‘‘Kilo Lab and Pilot Plant Manufacturing.’’

9.1.2 Scale-Dependence and Scale-Independence

The intrinsic rate of a chemical reaction is independent of

scale; in other words, if the reaction could be conducted

without limitation by any other rate process, it would run at

the same rate (per unit volume) at all scales; the reaction time,

starting from the same initial composition and held at the

same temperature, would be the same at all scales. This is true

for reactions whose kinetics are slow compared to other rate

processes. The choice of solvent, reagents and/or catalyst

combination for reactions has been largely the domain of

development chemists and these variables are taken here to

be fixed already; in any case, those effects, including reagent

solubility, are also independent of scale.

All other rate processes listed in Table 9.1 are scale-

dependent. For example, the rate of heat transfer depends

strongly on the ratio of surface area to volume, which reduces

on scale-up. This means that heat removal on scale will be

slower than in the laboratory, unless specific measures are

taken to provide additional surface area or an increased

temperature driving force. Therefore, the time required to

heat or cool a batch of material tends to increase on scale.

Similarly, the rate of mass (or phase) transfer is scale depen-

dent; the agitation conditions inside the vessel determine

the time required to reach equilibrium between the phases;

it is easier to make this time short in the laboratory than on

scale.

The rates of addition and removal of material also change

with scale, normally taking longer at larger scales. For

example, the rate of disengagement of gas evolved from a

reaction depends again on the surface area to volume ratio, so

reactions such as decarboxylation have to be conductedmore

slowly on scale to avoid partial loss of the reactor contents

due to swelling of the batch.

The impact of scale dependence is to lengthen processing

times on scale, reducing productivity somewhat but more
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importantly potentially allowing additional phenomena to

occur that were not observed to the same extent in the

laboratory, such as impurity-forming reactions, product deg-

radation, catalyst poisoning or deactivation, unwanted crys-

tal forms, nucleation, agglomeration or breakage. Fortunate-

ly, each of the rate processes that contribute to such problems

can be characterized or estimated using classical chemical

engineering methods, allowing scale-up problems to be

anticipated and resolved in advance, or at least resolved

quickly once they occur.

9.1.3 Scale-Up and Achievement of Similarity

Unit operations need to produce similar results and a similar

quality product at each scale; historically the pharmaceutical

industry has demonstrated this through process validation at

each facility and operation thereafter with rigid limits on

process parameters. Recent regulatory guidance [1] en-

courages adoption of ‘‘Quality by Design’’ and development

of a ‘‘design space’’ in which the process may operate, with

flexibility to move operating conditions around in this space

without needing to obtain additional regulatory approval.

The design space is proposed by the applicant and is intended

to be applicable to the process at any scale. This implies a

greater investment in developing process understanding

during the development phase, balanced by flexibility, a

reduced regulatory burden and opportunities for continuous

improvement once the process is in full scale manufacturing.

There is some debate about how best to apply these

principles while also satisfying business, process safety and

environmental requirements and the underlying benefit of

improved process understanding is underlined in this chapter.

The operating window in which acceptable or similar results

are obtained can be determined, demonstrated, and justified

in terms of the chemical engineering rate processes involved

in unit operations. For example, the design space for a

chemical reaction whose intrinsic kinetics have been shown

to be slow (compared to other rate processes involved) can be

demonstrated to be scale independent, giving a flexible

operating window that can be used at any scale. On the other

hand, where specific equipment performance requirements

exist, these can be framed in terms of the chemical engi-

neering ‘‘rate constants’’ or time constants required by the

process.

In the next section, we will see that these rate constants

arise naturally in the chemical engineering rate equations,

which provide a first principles basis for defining a scale-

independent design space. The application of this approach is

illustrated for several common types of chemical reaction

and the same general principles and methods apply to other

API synthesis operations. Examining the rate equations also

leads to familiar scale-up rules.

9.1.4 Characterization of Reaction Systems

Guidance specific to each class of reaction is given below, but

to avoid repetition for each class, the following general

guidelines on reaction characterization are provided here.

Guidelines on equipment characterization are given toward

the end of the chapter.

Assuming that the solvent and reagents/catalyst have been

selected, reactions may be characterized by a sequence of

initial screening experiments to identify scale-dependent

physical rate process limitations, followed by amore detailed

kinetics study if necessary.

In all experiments aimed at characterizing a reaction,

progress should be followed either by taking multiple sam-

ples or using an in situ analytical technique, not by relying on

a single end point sample. If composition is analyzed using

HPLC, determination of response factors will become more

important as characterization proceeds. Other possibilities

include infrared (IR), ultraviolet (UV), and Raman spectros-

copy, or heat flow (Qr).

Samples should be analyzed to indicate both reaction

progress (e.g., product level, conversion or current yield) and

product quality (e.g., impurity level). If either of these vari-

ables is sensitive to physical rates (e.g., agitation), the reaction

is not limited by chemical kinetics, at least under typical

processing conditions. Theremay be some scope to reduce the

rates of the chemical reactions (relative to mixing) by oper-

ating at, for example, lower concentrations and/or tempera-

tures; otherwise, if the process persists in its current form, the

focus of characterization should be the physical capabilities of

laboratory and larger scale equipment (see Section 9.6).

TABLE 9.1 Typical Incidence of Classical Chemical Engineering Rate Processes in Unit Operations

Operation

Rate Process Reaction/Quench Distillation Extraction Crystallization Filtration Drying

Chemical kinetics

Mass transfer

Heat transfer

Addition

Removal

114 CHARACTERIZATION AND FIRST PRINCIPLES PREDICTION OF API REACTION SYSTEMS



Under conditions where there is no effect of physical

rate processes, a kinetics study may follow in which tem-

perature, equivalents and/or other case-specific variables

affecting the scale-independent chemical rates are varied

experimentally. The choice of conditions and the sampling

program for these experiments should be informed by the

results of the previous experiments and an initial kinetic

model [2] and in any event, multiple samples should be

taken again to capture when the reactions are occurring as

well as the final result.

Where possible, the parameters in equation 9.3, such as

rate constant and activation energy should be fitted using a

kinetic model to reliable results of experiments. Model

development in this manner tends to be iterative, and the

proposed reaction scheme may change a number of times

before the model fits the data to an acceptable degree.

Chemical knowledge that certain intermediate species are

unlikely to exist for long may allow the rate constants of

certain reactions to be set arbitrarily high so that the

remaining parameters can be fitted with greater confidence.

Model development should take place at the same time as

experimentation and the design of remaining experiments

may change as a result of indications from the model.

At the end of this phase, such a model may be used to find

optimum conditions inside or outside the experimental re-

gion and to assist with definition of a scale-independent

design space. Further experimentation should be focused on

model verification, especially at the most forcing conditions

over which it may be used.

9.2 BATCH PROCESSES WITH HOMOGENEOUS

REACTIONS

Figure 9.1 shows a ‘‘process scheme’’ for a batch reaction.

This consists of a simple representation of the (i) phases

and (ii) rates involved in the operation. More or less

detail may be added to such a schematic as required and

this representation will be used below to introduce other

operations.

9.2.1 Rate Equations

If for example the reaction involved is simply A þ B ! P,

the rate equations for this system may be written as follows.

The rate of change of concentration of A or B:

dC

dt
¼ �r ð9:1Þ

where the rate expression on the right-hand side is of this or

similar form:

r ¼ kCa
AC

b
B ð9:2Þ

and the kinetic rate constant follows the Arrhenius relation-

ship:

k ¼ k0 exp � EA

RT

� �
ð9:3Þ

More generally than (9.1), and when several reactions are

occurring in the same mixture, the rate of change of con-

centration of any species in the mixture is given by

dCi

dt
¼

X
j

�nijrj ð9:4Þ

From equations 9.1 to 9.4, the rate constant depends on

temperature and the rates of reaction depend on concen-

trations. This is the chemical engineering basis for the

classical approach by chemists to study temperature and

‘‘equivalents’’ as two of the primary variables affecting the

outcome of a reaction. In the above example, with 1mol of

A reacting with 1mol of B, 1 equiv of Awould mean 1mol

of A/mol of B; 2 equiv of Awould be 2mol of A/mol of B,

and so on.

Integrating equations 9.4 in time, the final outcome

(composition) of reaction will depend on the concentrations

and temperature profiles followed during reaction and the

time allowed for reaction. Temperature is often (but not

always) held constant or nearly constant, in which case final

concentrations at completion depend only on initial concen-

trations and initial temperature. Example 9.4 follows this

behavior.

Temperature is an important influence and can change the

relative rates of the reactions, depending on their activation

energies. From a safety standpoint, temperature must be

controlled to avoid thermal runaway and the batch reactor

is not ideal for this purpose. The rate of change of reactor

FIGURE 9.1 Process scheme for batch homogeneous reaction.
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temperature is given by

dT

dt
¼ � UA

rVCp

DTLM þ Qr

rVCp

ð9:5Þ

In which the log mean temperature difference is

DTLM ¼ Tjout�Tjin

lnðTjout�TÞ=ðTjin�TÞ ffi ðT�TjÞ ð9:6Þ

The approximation on the right of equation 9.6 applies when

the heat transfer fluid flow rate is high, that is, the heat transfer

fluid temperature is almost constant between the jacket inlet

and outlet.

The rate of heat evolution summed over all chemical

reactions in the mixture is

Qr ¼ �
X
j

DHrjrjV ð9:7Þ

Note that heat of reaction in equation 9.7 is the heat released

per mole of reactant consumed when the stoichiometric

coefficient of that reactant is 1 and is negative when the

reaction is exothermic. Equation 9.5 shows that temperature

can be controlled by balancing scale-dependent heat removal

with scale-independent chemical kinetics. The former can be

enhanced by increasing the surface area and/or increasing the

temperature driving force, normally reducing the jacket inlet

temperature. These measures can allow the reaction to run at

the same temperature and concentration on scale, in the same

reaction time as in the laboratory. There is an upper limit on

the scale at which this will be feasible. On the other hand,

reaction rate can be reduced to balance reduced heat removal

by operating at lower concentration or lower temperature; the

former reduces productivity; the latter could change the

balance between desired and undesired reactions, lengthens

reaction times, and also reduces the available temperature

driving force for cooling.

For the common case where the temperature is held

constant during reaction and the initial concentrations are

the same at each scale, equation 9.5with the left-hand side set

to zero leads to the scale-up basis:

UA

V
DTLM ¼ const ð9:8Þ

Equations 9.4 and 9.8 taken together indicate that for scaling

batch homogeneous reactions that are limited by chemical

kinetics, a scale-independent design space can be expressed

using temperature andequivalents as factors, as longas there is

sufficient assurance that adequate heat transfer to maintain

temperature control will be available at all scales. The latter

condition amounts to a statement about the equipment capa-

bilityateachlocation,specificallytheheatremovalcapacity(in

W/L) of the equipment operating at the required temperature.

All of the above effects can be calculated using mecha-

nistic models in which equations 9.2–9.7 are solved by

integration in time. In practice, batch homogeneous reactions

may not be allowed to run to completion, because stopping

the reaction earlier produces higher yield (yield peaks during

the batch) and less impurity than waiting until the end.

Similarly, batch homogeneous reactions may be run using

temperature profiles, for example, charge at low temperature,

heat to reaction temperature, then hold and possibly heat

again. In these cases, the temperature profile followed by the

reactionmay be scale-dependent for the reasons given above,

with, for example, longer heating ramps on scale; this will

impact the relative rates of the reactions and could affect

quality as well as rate.

If equation 9.3 is known for each reaction, these effects

can be predicted easily, and operating conditions can be

optimized to a high degree as shown in Example 9.4; good

examples of this approach covering a variety of reaction

types are available [3–7].

9.2.2 Characterization Tests for Batch Homogeneous

Reactions

The general guidelines described in Section 9.1 should be

followed with regard to experimental design.

The reaction should first be run in 2–3 otherwise identical

(replicate) experiments in which stirrer speed is varied

between, for example, 200 and 1000 rpm; four or more

samples should be taken, biased toward the beginning of the

reaction, for example, after 10, 30, 60min and at the end.

Under conditions where there is no effect of physical rate

processes, a kinetics study may follow in which temperature

and equivalents are varied experimentally and the parameters

in equation (9.3) fitted.

If agitation conditions affected the result of the initial

screening experiments, the result of the reaction is influenced

by the rate of mixing, or more specifically the rate of bulk

blending of the vessel contents, known as ‘‘macromixing,’’

This is unusual for a batch homogeneous reaction, but if it

occurs, the scale-dependent macromixing time constant will

be important as the outcome of reaction is influenced by this

characteristic and not just chemical kinetics (see Section 9.6).

A reaction such as this might be better run in fed-batchmode,

with the fed reagent maintained at a low concentration.

Alternatively, there may be some scope to reduce the rates

of the chemical reactions (relative to mixing) by operating at

lower concentrations and/or temperatures.

9.2.3 Achieving Similarity on Scale-Up

Achieving similarity on scale-up relies on having character-

ized both the reaction and the intended scale-up facility.

Equations 9.2–9.7 provide the basis for a scale-independent

design space.

When kinetics are rate limiting, other than agitation that is

necessary to promote heat transfer, no particular additional
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agitation requirement exists for homogeneous reactions. As

noted above, there may be an optimum temperature profile to

adopt during reaction, and/or an optimum time at which to

stop the reaction. These may be determined from a kinetic

model, as in Example 9.4. A scale-independent design space

may include factors such as equivalents, temperature, and

reaction time.

When mixing is rate limiting, unusual for batch homo-

geneous reactions, agitation influences the outcome and

similar macromixing time constants will be required at each

scale; if the process persists in this form, the macromixing

time constant should be a factor in design space definition.

9.3 MULTIPHASE BATCH PROCESSES WITH

REACTIONS

Figure 9.2 shows a schematic of a multiphase batch reaction,

in this case a hydrogenation.

These reactions are also referred to as ‘‘heterogeneous,’’

‘‘biphasic,’’ or ‘‘slurry phase’’. Figure 9.2 shows the main

liquid phase initially containing substrate, another phase (the

headspace) containing reagent (hydrogen), reaction in the

liquid phase between substrate and dissolving reagent, and

removal of heat. (In Figure 9.2, the solid catalyst phase that is

normally present for hydrogenation is omitted and the cat-

alyst particles are assumed to follow the liquid. The head-

space is continuously replenished with hydrogen as reaction

proceeds.)

9.3.1 Rate Equations

Although relatively complex at first sight, this multiphase,

chemically reacting, time-dependent problem can be broken

into classical chemical engineering elements and rate pro-

cesses just like the batch homogeneous reaction above. The

rate equation for chemical species concentration in the liquid

phase is given by combination of chemical kinetics with the

film theory of scale-dependent mass transfer:

dCi

dt
¼

X
j

�nijrj þ kLaðCi
*�CiÞ ð9:9Þ

Only the equations for components that transfer between

phases contain the second term; for dissolving gases, solu-

bility is given by Henry’s Law:

Ci
* ¼ pi

RTHi

ð9:10Þ

In other heterogeneous reactions, the solubility expression

differs; for liquid–liquid (aqueous–organic) systems

Ci
* ¼ Cid

Si
ð9:11Þ

where Si is the partition coefficient for component i between

the phases. For solid–liquid systems

Ci
* � f ðT ; compositionÞ ð9:12Þ

where f( ) is a function determined from phase equilibrium

fundamentals and/or by experimental measurement (e.g.,

using NRTL equations or similar).

When the transferring component is a solvent (e.g., in a

reactive distillation or solvent swap), the equilibrium is

described using the Antoine or similar vapor pressure

equation [8].

Examination of equation 9.9 indicates that when chemical

kinetics are slow relative to mass transfer, the concentration

of hydrogen (or any dissolving, reacting solute) will tend to

FIGURE 9.2 Process scheme for a hydrogenation, an example of batch multiphase reaction.
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saturation with modest kLa values. On the other hand, if in

equation 9.9, the kinetics of reactions consuming hydrogen

are rapid compared to mass transfer, the concentration of

hydrogen will tend toward zero during reaction. These two

extremes of behavior change the outcome of reaction; slow

mass transfer extends reaction time, may lead to increased

impurities and can cause reaction to stall. The outcome of a

batch multiphase reaction at constant temperature therefore

depends on temperature, concentration, equivalents (includ-

ing catalyst loading), pressure (if the solute is in the gas

phase), and potentially kLa.

In reactions with three phases present, such as the addi-

tional solid catalyst phase in hydrogenation, that phase

should be dispersed and its surface area made available for

mass transfer in a similar way to the gas phase in the present

example. Complete suspension of a solid phase is usually

sufficient to prevent mass transfer to or from that phase being

rate limiting; when the solid particles have the same char-

acteristics at both scales, complete suspension is approxi-

mately equivalent to maintaining constant kLa for those

particles (see Section 9.6).

For multiphase reactions, the rate equation for solution

phase temperature is

dT

dt
¼ � UA

rVCp

DTLM þ Qr

rVCp

� kLaVðCi
*�CiÞDHtransfer

rVCp

ð9:13Þ
Equation 9.13 contains one additional term compared to

equation 9.5, to account for any heat effect associated with

mass transfer of dissolving material between phases; this

effect is often negligible, but can be significant when solvent

is vaporized (in distillation) orwhen a large quantity of solute

is transferred quickly (e.g., when crystals come out of

solution suddenly). The heat flow signature from the chem-

ical reactions will be determined by kinetics when mass

transfer is rapid and bymass transfer when kinetics are rapid.

Neglecting the final term in equation 9.13, the scale-up

relationship for maintaining constant temperature when ki-

netics limit is identical to the corresponding equation for

homogeneous reactions:

UA

V
DTLM ¼ const ð9:14Þ

Equation 9.14 when applied to pressure reactions assumes

constant pressure, that is, constant solubility. The scale-up

relationship when kinetics are rapid relative to mass transfer

can be obtained by noting that in this case, the rate of

dissolution of the limiting solute dominates the rates of the

main reactions:

Qr ffi �
X
j

DHrjkLaC
*
soluteV ð9:15Þ

Substituting (9.15) into (9.13) leads to

UA

kLaV
DTLM ¼ const ð9:16Þ

The above result may also be obtained by writing equa-

tion 9.13 in dimensionless form using t� ¼ kLat and T� ¼
T/T0, neglecting the last term and substituting equation 9.15

for Qr:

dT*

dt*
¼ � UADTLM

kLaVrCpT0
þ �P

jDHrjC
*
solute

rCpT0
ð9:17Þ

The second term on the right-hand side is constant when

pressure and initial temperature are fixed and when the left-

hand side is set equal to zero (constant temperature), equa-

tion 9.16 is obtained.

Equations 9.16 and 9.17 indicate that when the solution

concentration of solute is close to zero, the required rate of

heat removal is directly proportional to the rate of mass

transfer, that is, higher kLa implies the need for greater heat

removal.

An additional constraint exists for pressure reactions, such

as hydrogenation, which cannot be taken for granted in

practice. The ability to maintain a desired or constant pres-

sure in the headspace depends on the balance between supply

of fresh gas to the headspace and removal of gas by mass

transfer:

dp

dt
¼ RT

Vhead

ðNH2
�kLaVðC*

i �CiÞÞ ð9:18Þ

Equation 9.18 shows that rapid mass transfer may cause the

headspace pressure to reduce, while a temperature rise may

cause it to increase. Tomaintain a constant pressure on scale-

up requires adequate temperature control and adequate gas

supply:

NH2;max > kLaVðC*
i �CiÞ ð9:19Þ

The right-hand side of equation 9.19 requires knowledge of

the solution concentration of the dissolved gas. A conserva-

tive estimate may be made by setting the dissolved concen-

tration to zero, leading to

NH2;max

kLaVC
*
i

> 1 ð9:20Þ

A crude estimate of the required flow rate to maintain

constant pressure may also be made from the number of

moles of gas required for reaction and the intended reaction

time, that is

NH2;max � moles�required
reaction�time

ð9:21Þ

Similar to homogeneous batch reactions, equations 9.9–9.13

and 9.18 can be easily incorporated into dynamic mechanis-

tic models for multiphase reactions and the unknown para-

meters (e.g., rate constants, activation energies) regressed

118 CHARACTERIZATION AND FIRST PRINCIPLES PREDICTION OF API REACTION SYSTEMS



against experimental data. The effects of changing concen-

trations and equivalents (including catalyst loading), tem-

peratures, pressures and the effects of mass transfer, heat

transfer, and gas supply limitations can then be predicted. In

many hydrogenations, for example, neither pressure nor

temperature are maintained constant and the profiles they

follow may be scale dependent; even the sequencing of

nitrogen and hydrogen purges before reaction can affect the

result. The impact of these changes can be predicted using

classical chemical engineering rate equations with appropri-

ate reaction and equipment characterization. Examples 9.1

and 9.2 illustrate this approach.

9.3.2 Characterization Tests for Multiphase Reactions

The general guidelines described in Section 9.1 should be

followed with regard to experimental design.

For gas–liquid, gas–liquid–solid, liquid–liquid, and liqui-

d–liquid–solid systems, the reaction should first be run in 2–3

otherwise identical (replicate) experiments in which stirrer

speed is varied between, for example, 200 and 1000 rpm; four

or more samples of the reacting phase should be taken during

reaction, biased toward the beginning of the reaction, for

example, after 10, 30, 60minutes and at the end. With some

reactions, additional profiling may be possible by following

variables such as hydrogen uptake, pressure, and both pot and

jacket temperature. The purpose of changing stirrer speed is

to change the mass transfer contact area between the phases.

In each of these experiments any solids present should be

well suspended.

To check for mass transfer limitation due to dissolving

solids, experiments should be run at an impeller speed that

guarantees suspension, but either the particle size or the mass

of solid reagent should be varied.

Under conditions where there is no effect of physical rate

processes, a kinetics study may follow in which any of

temperature, equivalents, pressure, catalyst loading, and/or

other case-specific variables affecting the scale-independent

chemical rates are varied experimentally.

If agitation conditions affected the result of the initial

screening experiments, the outcome of the reaction is influ-

enced by the rate of mass transfer. This is frequently the case

for heterogeneous reactions and characterization of the scale-

dependent equipment characteristics will be important.

There may be some scope to reduce the rates of the chemical

reactions (relative to mixing) by operating at lower concen-

trations, pressures, catalyst loadings, and/or temperatures,

but this will also reduce volumetric productivity.

9.3.3 Achieving Similarity on Scale-Up

For batch multiphase reactions, achieving similarity on

scale-up relies on having characterized both the reaction

and the intended scale-up facility. Equations 9.9–9.13

and 9.18 provide the basis for a scale-independent design

space.

When kinetics are slow (relative to mass transfer), ade-

quate agitation is necessary to create a dispersion and to

promote heat transfer; adequate gas supply is required for

pressure reactions. Justifying the scale independence of the

design space in this case, reduces to demonstrating that

pressure and temperature can be maintained in the same

range on scale as in the laboratory and that agitation is

sufficient to disperse the phases.

When kinetics are fast, kLa should be included explicitly

to make the design space scale independent.

For hydrogenations and other catalyzed pressure reac-

tions, a design space could therefore contain concentrations,

equivalents, temperature, pressure, catalyst loading, and

time as factors; when kinetics are fast, kLa should also be

a factor.

As noted above, there may be an optimum temperature or

pressure profile to adopt during the reaction, and/or an

optimum time at which to stop the reaction. These may be

determined from a kinetic model, as used in the example

described below [9]. Many examples of kinetic modeling of

multiphase reactions are available, including a methanethiol

producing reaction [10] and for other hydrogenations [11].

When kinetic models are used in reverse, to work back-

ward from a desired end result to determine the possible

operating conditions (or factors) that would produce this

result, multiple acceptable combinations of factor settings

may be found. For example, very poor mass transfer (low

kLa) can be partially compensated for by operating at higher

pressure [12]; the effects of low kLa may also be partially

mitigated by operating at lower concentrations of starting

materials or catalyst. These combinations may be difficult to

express in a design space definition, but can be found easily

using amechanistic model and justified if the model has been

properly verified against experimental data. This has led to

discussion of the use of models to more flexibly capture the

definition of a design space and verify that a given set of

operating conditions lie within it [13].

EXAMPLE 9.1

Figures 9.3 and 9.4 show examples of hydrogenation reac-

tions with mass transfer limitations [9]. Figure 9.3 illustrates

hydrogen heat flow and thermal conversion for a nitro

reduction in a lab reactor, with reaction exhibiting apparent

zeroth-order kinetics (constant rate, linear conversion pro-

file) and taking over 6 h. Themass transfer capability (kLa) of

the lab reactor was known from previous equipment char-

acterization to be rate limiting. The results of scale-up to the

pilot plant are shown in Figure 9.4 (temperature, hydrogen

uptake, and substrate level). The reaction time reduced to

1.5 h due to superior mass transfer in the pilot plant reactor.
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This result was predicted and expected based on the reactor

characteristics.

EXAMPLE 9.2

Figure 9.5 shows the reaction profile (hydrogen uptake) for a

hydrogenation with dissolving solid substrate. On scale, the

reaction had a long ‘‘tail’’ due to the bimodal size distribution

of the substrate coming from the previous step. Larger

particles dissolve more slowly than smaller particles and

this caused the extended reaction time.

9.4 FED-BATCH PROCESSES WITH REACTIONS

Figure 9.6 shows a process scheme for a homogeneous fed-

batch reaction.

These operations are common both in the laboratory and

on scale and are also known as ‘‘exothermic additions’’ or

‘‘semi-batch reactions.’’ Figure 9.6 shows the main reaction

liquid phase initially containing solvent and one or more

reactants, with another reactant initially in the feed tank.

Liquid is added from the feed tank, reaction begins and the

resulting heat is removed.

9.4.1 Rate Equations

The rate of change of concentration of each species in a

homogeneous fed-batch reaction is

dCi

dt
¼

X
j

�nijrj þ Qf

V
ðCif�CiÞ ð9:22Þ

Compared to equation 9.4, the additional term on the

right-hand side represents addition of feed and the accom-

panying dilution effect.

When the kinetic rates of the reactions are slow compared

to the rate of addition, reaction takes place after the addition

and the result is very similar to a homogeneous batch
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reaction, described above. When the kinetic rates are com-

parable to the addition rate, a significant amount of reaction

occurs during the feed, which normally changes the outcome

of reaction compared to the batch case. This is because the

concentration of the fed reactant remains low during the

addition.

When the kinetic rates are much faster than the addition

rate, the concentration of the fed reactant tends to zero and in

this case the reaction is highly localized around the feed

region. Equation 9.22 in this case no longer fully describes

the rates of change and a more detailed analysis involving

phenomena known as mesomixing and micromixing is re-

quired [14, 15] for an accurate mathematical description. A

process scheme for this situation is shown in Figure 9.7, with

the notable addition of a ‘‘feed zone’’ or reaction zone in

which most of the reaction takes place. The size of the feed

zone and its composition are determined bymicromixing and

mesomixing rates. The outcome of the reaction is predom-

inantly determined by these scale-dependent rates rather than

by chemical kinetics.

The rates of mesomixing andmicromixing can be thought

of as somewhat analogous to the rate of mass transfer

between two phases, which arises with multiphase systems

as described above; for this reason, fed-batch reactions with

rapid chemical kinetics are often referred to as ‘‘pseudoho-

mogeneous,’’ implying that the feed zone is like a separate

phase.

The characteristics in Figure 9.7 arise in a significant

fraction of applications, as reactions are often deliberately

engineered to runwith fast kinetics (e.g., by operating at high

concentration, catalyst loading, and temperatures) because

the heat output from such systems can then be halted in the

event of a cooling failure by stopping the addition. Reactions

such as these are also known as ‘‘feed controlled’’ and

‘‘dosing controlled.’’ The existence of the feed zone does

not necessarily change the outcome of the reaction signifi-

0

5

10

15

20

25

30

35

40

400350300250200150100500

Time (min)

H
yd

ro
ge

n 
up

ta
ke

H2 used m3

h2flow kg/h

FIGURE 9.5 On scale-up of another hydrogenation (Example 9.2), reaction times extended to over

6 h, due to the appearance of a bimodal particle size distribution in the solid substrate, with about 50%

of the solids mass having a much larger particle size; this reduces the rate of reaction, especially once
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FIGURE 9.6 Process scheme for a homogeneous fed-batch reaction system.
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cantly; this only occurs if the reaction scheme and kinetics

are such that the concentration and temperature ‘‘hot spot’’

that exists in this zone causes the reactions to follow a

different path compared to what they would follow if diluted

fully throughout the bulk of the vessel. In a significant

minority of cases, the feed zone has a major bearing on

product quality and yield. Appropriate characterization ex-

periments as described below can be used to determine

whether a given reaction is subject to these effects.

Considering equation 9.22, when reaction kinetics are

slow, such that all or almost all of the reaction takes place

after the addition is complete, the solution tends toward that

for a batch reaction with the same volume, as described by

equation 9.4. Integrating equation 9.22 in time, the final

outcome (composition) of the reaction will then depend on

the concentrations and temperature profiles followed during

the reaction and the time allowed for the reaction. Temper-

ature is often (but not always) held constant or nearly

constant, so final concentrations at completion depend only

on initial concentrations and initial temperature. Example 9.4

follows this behavior.

When a significant amount, but not all of the reaction

occurs during feeding, this indicates that some of the chem-

ical kinetic rates are comparable to the addition rate. Equa-

tion 9.22 is more informative for this case when examined in

dimensionless form; for a second-order reaction between A

and B, using C*
i ¼Ci/CA0 and t� ¼ kCA0t, the rate equation

for the dimensionless A or B concentration is, from equa-

tion 9.22:

dC*
i

dt*
¼ �CACB

C2
A0

þ Qf

VCA0k

ðCif�CiÞ
CA0

ð9:23Þ

Or, equivalently

dC*
i

dt*
¼ �C*

AC
*
B þ

Qf

VCA0k
ðC*

if�C*
i Þ ð9:24Þ

Defining the initial volume ratio of bulk solution to feed

solution as

a ¼ Vbulk

Vf

ð9:25Þ

and noting that feed time is given by

tf ¼ Vf

Qf

ð9:26Þ

Then, at the start of the addition1

Qf

V
¼ Qf

Vf

Vf

Vbulk

¼ 1

tfa
ð9:27Þ

Substituting (9.27) into (9.24) leads to

dC*
i

dt*
¼ �C*

AC
*
B þ

1

tfaCA0k
ðC*

if�C*
i Þ ð9:28Þ

Equation 9.28 shows that the outcome (or dimensionless

concentration profile) of fed-batch reaction when a signifi-

cant amount of reaction occurs during the addition depends

on the initial concentrations in the bulk and feed vessels, the

rate constant (temperature dependent), the addition time, and

also the volume ratio of the reagents. This latter point is

important as the volume ratio is independent of the number of

equivalents, that is, reactions run at the same equivalents,

temperature, and addition time may produce different results

when the volume ratios mixed are different.

Apart from volume ratio, a further degree of freedom

exists in fed-batch reactions that is not present in the batch

case: the order of addition; when the order of addition is

reversed, this can radically change the solution concentra-

tions compared to the forward addition. Reverse addition is

worth considering and testing when feasible and safe. From a

quality point of view, order of addition should follow from

the reaction scheme (expressed in equation 9.4 using the

stoichiometricmatrix nij). For example, in the following case,

FIGURE 9.7 Process scheme required for a fed-batch reaction with rapid chemical kinetics.

1 By the end of the addition, the denominator contains aþ 1 instead of a

122 CHARACTERIZATION AND FIRST PRINCIPLES PREDICTION OF API REACTION SYSTEMS



to maximize product it is more favorable to add A to B:

AþB! Product

Aþ Product! Impurity

In the next case, it is more favorable to add B to A:

AþB! Product

Bþ Product! Impurity

When essentially the entire reaction occurs during the addi-

tion, equations 9.22 or 9.28 are no longer directly applicable,

as the reaction zone will be localized and some reactions will

run to completion before the feed has been diluted into the

bulk contents. In this case, the dominant effect on the com-

position of the reactionmixture is the rate of localizedmixing

near the addition point, a physical phenomenon somewhat

analogous to mass transfer in the multiphase example above.

The degree to which the reaction exhibits this characteristic

may depend on the order of addition. The final outcome of this

type of reaction will depend on the time constants for meso-

mixing or micromixing, whichever is slower and therefore

rate determining; these influence the size and residence time

of the feed zone, which in turn determines how much of the

chemistry takes place in the concentration and temperature

hot spot created by the feed. Both meso- and micromixing

time constants are affected by the addition rate, the addition

location, the diameter of the addition nozzle, the agitator

configuration, and the agitator rotational speed [14]. Factors

directly affecting the intrinsic kinetics have less influence in

this scenario, such as reaction temperature.

The rate of change of temperature in fed-batch reaction

systems is given by

dT

dt
¼ � UA

rVCp

DTLM þ Qr

rVCp

þ rfCpfQf

rVCp

ðTf�TÞ� rfQfDHm

rVCp

ð9:29Þ
Compared to equation 9.5 for batch reactions, the two

additional terms on the right-hand side represent contribution

of sensible heat by the fed material (e.g., when warmer than

the bulk) and any associated thermodynamic heat of mixing

that also accompanies the addition. The heat flow signature

from the chemical reactions will be determined by kinetics

(kinetically controlled) when reaction occurs after the addi-

tion, by the rate of addition when the reactions occur entirely

during the addition and by both kinetics and the rate of

addition, when a significant amount of reaction, but not all,

occurs during the addition.

From equation 9.29 with Qf¼ 0, the scale-up relationship

for maintaining constant temperature when kinetics limit is

identical to the corresponding equation for homogeneous

reactions

UA

V
DTLM ¼ const ð9:30Þ

At the other extreme, when kinetics are instantaneous relative

toaddition, the rateofheatoutput isprimarilydependenton the

rate of addition of limiting fed reactant:

Qr ffi �
X
j

DHrjQfCfed ð9:31Þ

Substitutionof equation9.31 into equation9.29 and setting the

right-hand side equal to zero leads to thewidely used scale-up

relationship:

UA

Qf

DTLM ¼ const ð9:32Þ

Noting that the addition volumetric flow rate is the addition

volume divided by the addition time, equation 9.32 may be

rearranged in terms of feed time as

tf ¼ const
Vf

UADTLM
ð9:33Þ

Amore complete version of equation 9.33may be obtained by

writing equation 9.29 in dimensionless form using T � ¼
T/T0 and t� ¼UAt/rVCp, then substituting equation 9.31 for

Qr and equation 9.27 forQf giving at the start of the addition:

dT*

dt*
¼ �DT*

LM þ V

UA

1

atf

�P
jDHrjCfed

T0
ð9:34Þ

Rearranging (9.34) with the right-hand side set equal to zero

leads to

atfUADTLM
�P

jDHrjCfedV
¼ 1 ð9:35Þ

Fromequation9.35, a longer feed time implies that a lowerUA

orDTmay be tolerated; a higher volume ratio ismost likely to

be combined with a more concentrated feed and these effects

cancel out.

From equations 9.33 and 9.35 it is clear that the addition

time on larger scale will often need to be longer than on

smaller scale in order to operate the reaction at the same

constant temperature as at lab scale; the magnitude of the

increase in addition time will depend on the degree to which

the temperature driving force can be increased on scale-up.

Similarly to homogeneous batch reactions, the equations

above can be easily incorporated into dynamic mechanistic

models for fed-batch reactions and unknown parameters

(e.g., rate constants, activation energies) regressed against

experimental data. The effects of changing order of addition,

concentrations (including catalyst loading), temperatures,

volume ratio, and addition time and the effects of mixing

and heat transfer can be predicted. In some fed-batch reac-

tions, for example, temperature is deliberately profiled (e.g.,

using a heating ramp to drive reaction to completion) and the

profile may be scale dependent. The impact of these changes

can be predicted using classical chemical engineering rate
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equations. There may be an optimum time at which to stop

the reactions, for example, after product concentration has

peaked and before impurities are able to form. To understand

these effects and take advantage of the opportunities, a

detailed mechanistic model of the reaction is valuable.

Several examples illustrating this approach are given below

and more are included in Refs 7 and 11.

9.4.2 Characterization Tests for Fed-Batch Reactions

For fed-batch homogeneous reactions, if feasible the

reaction should first be run using forward and reverse

additions. If the desired process involves addition of A to

B, then run this case followed by an otherwise identical

case with B added to A. If the results of these experiments

differ significantly, reaction occurs during the addition

and is at least in the intermediate regime described above.

Temperature or heat flow profiles when monitored during

these experiments may indicate the degree of addition-

controlled behavior and the amount of reaction happening

during the feed versus after the feed. Likewise, in situ or

sample data following the concentration of the bulk

reactant both during and after the addition will be infor-

mative in this regard.

When a dosing-controlled reaction is suspected, a further

two replicate experiments in which only stirrer speed is

varied between, for example, 200 and 1000 rpm will further

indicate the influence of agitation on the rate and outcome of

reaction.

In each of the above initial screening experiments, four or

more samples should be taken, for example, after 25%, 50%,

75%, and 100% of the feed have been added. With some

reactions, additional profiling may be possible by following

variables such as the rate of gas evolution and both pot and

jacket temperature.

Under conditions where there is no effect of agitation on

rate or quality, a kinetics studymay follow inwhich addition

time, volume ratio, temperature, equivalents, and, for ex-

ample, catalyst loading are varied experimentally. The

choice of conditions and the sampling program for these

experiments should be informed by the results of the

previous experiments and an initial kinetic model [2] and

in any event, multiple samples should be taken again to

capture when the reactions are occurring as well as the final

result.

If rate or quality are sensitive to agitation, the reaction is

not limited by chemical kinetics at current conditions but by

localizedmixing, at least under typical agitation conditions.

The main focus of process design and characterization

should be the mixing capabilities of laboratory and larger

scale equipment (see Section 9.6). Theremay be some scope

to reduce the rates of the chemical reactions (relative to

mixing) by operating at lower concentrations and/or

temperatures.

9.4.3 Achieving Similarity on Scale-Up

Achieving similarity on scale-up relies on having character-

ized both the reaction and the intended scale-up facility.

Equations 9.22 and 9.29 provide the foundation for a scale-

independent design space.

When kinetics are rate limiting, other than agitation that is

necessary to promote heat transfer, no particular additional

agitation requirement exists. As noted above, theremay be an

optimum temperature profile to adopt during reaction, and/or

an optimum time at which to stop the reaction. These may be

determined from a kinetic model, as in Example 9.4. A scale-

independent design space may include factors such as

equivalents, temperature, and reaction time.

When mixing is rate limiting (reaction is dosing-con-

trolled and mixing affects quality), agitation influences the

outcome and similar mesomixing or micromixing time con-

stants will be required at each scale; in order to achieve a

scale-independent design space, the mixing time constants

should be factors in design space definition. Additional

factors may include order of addition, addition time, volume

ratio, equivalents, and temperature.

In the intermediate regime where a significant portion but

not all of reaction occurs during the addition, reaction will

tend to become more dosing-controlled on scale-up, as the

addition time is increased to compensate for lower heat

transfer area per unit volume. A scale-independent design

space may include factors such as order of addition, addition

time, volume ratio, equivalents, temperature (profile), and

reaction time.

EXAMPLE 9.3

A reaction whose heat flow profile showed typical very dif-

ferent behavior when runwith forward and reverse additions is

shown below [16] in Figure 9.8. In this case, the forward

addition produced the correct material but had an undesirable

sudden exotherm at the end of the addition. The reverse

addition was dosing controlled, as shown in Figure 9.9.

EXAMPLE 9.4

Many examples of design space mapping using chemical

engineering rate equation-based models are available [5, 13,

17] and the results of one case are presented below [18, 19].

The production of epi-pleuromutilin in a homogeneous

liquid-phase reaction was believed to follow the pathway

shown in Figure 9.10.

To characterize and scale this reaction, six fed-batch

experiments were carried out, in which acid was added to

the other reactants and two factors were varied, temperature

and equivalents of acid. The progress of reaction was fol-
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lowed by takingmultiple samples; a typical reaction profile is

shown below (Figure 9.11).

There is a small temperature rise during the addition of

acid and the majority of the reaction takes place after the

addition is complete. The latter signals that the results of

these experiments are determined by chemical kinetics. The

fact that product increases to a peak and then reduces while

the alkene increases lends support to the overall reaction

scheme shown. The raw HPLC area percent data for each

sample were converted with the aid of relative response

factors to molar quantities for modeling. Kinetic fitting to

the results of all six experiments led to the set of reactions and

fitted parameters in Figure 9.12; the dissociation rate con-

stant for sulfuric acid was not fitted but set to a high value.

During the kinetic fitting process, close attention was paid

to the statistics relating to each parameter, each measured

response and the model as a whole. In particular, confidence

intervals on parameters of tens of percent or less were

targeted. When comparing possible alternative reaction

schemes/hypotheses, a low final sum of squares (quantifying

the lack of fit) combined with a high value of the model

discrimination statistic (the Akaike information criteri-
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on [20]) was achieved using the parameter values in

Figure 9.12.

To leverage the model for process design and scale-up,

two additional responses were defined:

. ProductMaxTime, that is, the time when the product

concentration reaches its peak.

. QuenchWindow, that is, the time after that until 1% of

product is lost to impurity (alkene).

The specification on these responses was that Product-

MaxTime should be less than 8 h, for productivity and

operational reasons, while QuenchWindow should be more

than 2 h, to allow adequate time for sampling, analysis, and

quenching the reaction before more than 1% of product was

lost to alkene.

The design spacewas defined as the region of temperature

and acid levels that simultaneous met both criteria. A series

of 440 virtual experiments were carried out using the model

to produce the response surfaces shown in Figures 9.13

and 9.14. The region of overlap of acceptable values of these

responses is shown in Figure 9.15.

The original publication in 2007 [19] was based on 30

virtual simulations towhich a polynomial equation was fitted

for plotting; the above figures were reproduced in 2009 by

running 440 virtual experiments in the same factor spacewith

no interpolation.

Because kinetics limit this reaction at or near current

operating conditions and because most of the reaction

occurs after the addition, a scale-independent design space

for these responses may be constructed using two variables:

temperature and equivalents of acid. When all other input

material quantities are held constant and adequate temper-

ature control is maintained on scale, the result of this

reaction at any point in this space would be independent

of scale.

Figure 9.15 is quite typical in that there appear to be two

‘‘edges of failure’’ when the responses are overlapped [21].

One response relates to the quality attribute (amount of

alkene in this case) and another relates in this case to a

business attribute (reaction time). In a strictly QbD context,

Figure 9.15 therefore has only one edge of failure: if the

quench window is too short, the alkene level will exceed its

limit; if the reaction time is too long, this will not directly

impact quality but will slow productivity.

The design space shown in Figure 9.15 is approximately

10mmolwide and 5� high.However if a rectangular region of
proven acceptable ranges had to be defined inside this space,
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Rxn1 H2SO4 2 H+ + SO4
–

Rxn2 TMOF + H+ + Pleuromutilin epi-Pleuromutilin + By-product 1 + H+

Rxn3     H+ + epi-Pleuromutilin Alkene + By-product 2     

ParameterUnits Value Parameter UnitsValueParameter Units Value

Rxn1 k> at 25ºC 10000 1/s Ea> 0.00 kJ/mol      

Rxn2 k> at 25ºC 1.4E-05 L2/mol 2  s Ea> 67.10 kJ/mol Keq 6.70 - 

Rxn3 k> at 25ºC 5.7E-07 L/mol s Ea> 51.85 kJ/mol       

FIGURE 9.12 Final reaction scheme, rate constants and activation energies for Example 9.4

(epi-pleuromutilin).
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the maximum width would be 7mmol and the maximum

height 2–3�. This illustrates how the design space has the

potential to offer greater flexibility than rigidly defined

proven acceptable ranges.

On the other hand, Figure 9.15 remains quite restrictive, in

that all other factors (such as substrate concentration) have to

be held constant for it to apply. This is one of the reasons why

a more dynamic design space definition based on the full

mechanisticmodel, rather than one set of response surfaces at

otherwise fixed conditions, has been advocated by indus-

try [13]. Themodel verification statistics associated with this

example are discussed at the end of this chapter.

9.5 APPLICATION TO CONTINUOUS FLOW

SYSTEMS

Continuous flow reactor systems are of interest in API

synthesis for the potential benefits they offer in certain cases

relative to batch or fed-batch reactors. These benefits may

include greater process safety due to reduced holdup of

hazardous material and the ability to quench a reaction more

rapidly, improved containment of materials with low expo-

sure limits, reductions in capital and/or operating costs, and

volumetric productivity. In general, knowledge of the rate of

reaction is even more important for design of continuous
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systems than for batch, as the residence time of the reactor is

finite and it may be difficult to stop reaction sufficiently

rapidly if problems arise. The economics of low volume

production in a dedicated unit may limit the scope for

continuous operation. Process issues specific to each appli-

cation may also present challenges when reactors are oper-

ated for longer than typical batch cycle times, such as catalyst

deactivation and difficulties handling slurries.

9.5.1 Plug Flow

Equations presented above for batch reactions may be ap-

plied directly to plug flow reactions after noting that the

independent time variable now applies to position along the

reactor [22]:

t ¼ V

Q
ð9:36Þ

Here, V is the cumulative volume of the reactor since the

material entered at time zero and Q is the volume flow rate.

When a plug flow reactor is operated at the same temperature

and with the same residence time as a batch reactor with that

cycle time, the end results are the same. This convenient

result means that data collected in batch mode may be used

for design in continuous mode and vice versa.

Plug flow reactorsmay be used for homogeneous systems,

liquid–liquid and gas–liquid systems, with appropriate at-

tention to ensuring the phases are dispersed and separated

when required and that both phases travel along the tube

without accumulation.

Reaction characterization experiments follow the same

logic as the corresponding problems in batch systems de-

scribed above [14]. Equipment performance characterization

in terms of heat transfer is always required; mixing and mass

transfer characterization will be required when kinetics are

rapid and in multiphase systems [14, 23]. Design spaces are

expressed by taking into account similar factors to batch

reactors.

Plug flow reactors with multiple addition points along the

reactor length are analogous to fed-batch systems with

multiple sequential additions and likewise may be charac-

terized and predicted using a similar approach to fed-batch

systems.

Useful additional information on application of continu-

ous flow systems forAPI are available in the references to this

chapter [24, 25].

EXAMPLE 9.5

Figure 9.16 shows heat flow profiles measured in fed-batch

mode for the oxidation conversion of a tertiary alcohol to a

primary alcohol using excess hydrogen peroxide catalyzed in

the presence of an acidic environment [26]. It was known

from accelerating rate calorimetry (ARC) experiments that

hydrogen peroxide in the presence of the acidic solution

mediumwas thermally unstable at temperatures above 20�C.
Carefully controlled fed-batch experiments were performed

at two temperatures (5 and 15�C) with the same addition

time; a reaction scheme and chemical kinetics were fitted to
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the resulting heat flow data. Although not shown here, there

was generally good agreement between model and experi-

ments for both the heat and independently measured con-

centration profiles. An intrinsically safer continuous flow

reactor was designed using these kinetics to produce kilo-

grams of material at both pilot and manufacturing scales.

9.5.2 CSTRs in Series

Plug flow behavior may be approximated using a cascade of

stirred reactors in series [23]; this can also ease the problem

of running slurry reactions in continuous mode. The ap-

proach to reaction characterization and design for these

systems is described above. Equipment characterization in

terms of heat transfer is always required and batch charac-

terization tests may be used for this purpose (see below).

Models developed for process prediction in batch or fed-

batch systems may be reused to design continuous stirred

tank reactor systems by adding appropriate feeding and

removal between reactors in the cascade [27]. When the

number of reactors is large, a simpler plug flow model will

give equivalent results.

9.6 EQUIPMENT CHARACTERIZATION AND
ASSESSMENT

Equipment performance characteristics play a major role in

most operations in API synthesis including each of the

reaction types described above. This section reviews meth-

ods to evaluate some of the key characteristics for reactions,

quenches, extractions, distillation/solvent swap, and

crystallization.

Equipment performance can in general be quantified

using either or both of the following methods:

- Characterization tests, in which purpose-designed tests

are carried out on the equipment and responses such as

pressure, temperature, or concentration are monitored

versus time.

- Assessment calculations, in which empirical correla-

tions, often based on dimensionless groups, are used to

estimate equipment performance as a function of di-

mensions, geometry, fluid properties, and the intended

operating volume and recipe.

Pharma API development laboratories, kilo labs, pilot

plants and full-scale manufacturing plants are dominated by

relatively standard, multipurpose equipment into which each

new process is fitted; this means that performance data can be

reused many times over once generated. To support quality

by design (QbD), equipment performance characteristics are

stored in equipment databases that allow users at any location

to retrieve performance data for equipment at both their own

and other locations.

9.6.1 Heat Transfer

The product of overall heat transfer coefficient U and wetted

area A appear throughout this chapter as equipment char-

acteristics required for process scale-up.

The product UA is best evaluated using a solvent test in

the intended process vessel, to which solvent is charged and

the fill level and agitator speed are set to those of the

intended process. The batch is heated and/or cooled over

the range of pot and jacket temperatures required by the

process. Pot and jacket inlet temperature are monitored

continuously; jacket outlet temperature is monitored if

available. In the absence of reaction and any other heat

effects, equation 9.5 may be used to fit UA for both heating

and cooling.

UA may also be estimated from chemical engineering

correlations developed from measurements in similar types

of equipment [28]. The coefficients in such heat transfer

correlationsmay vary depending on the precise configuration

and in some cases, new coefficients may be required to

describe unusual vessel configurations. In mature applica-

tions of equipment characterization, those coefficients are

storedwith the equipment configuration data in an equipment

database for future reuse.

9.6.2 Mass Transfer

The product of mass transfer coefficient, kL and interfacial

area, a (per unit volume) appear in this chapter whenever

interphase transfer is involved.

FIGURE 9.16 Fed-batch heat flow data (discrete points) for

peroxide oxidation reaction in Example 9.5, showing double peak

in heat output. Kinetic model results (curves) were used to design an

intrinsically safer continuous reactor system.
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The product kLa is best evaluated using a test in the

intended process vessel, in which mass transfer is either the

only phenomenon occurring, or is the rate-limiting

phenomenon.

In one such test for headspace fed gas–liquid reactions,

typically hydrogenations [29], solvent is charged and the fill

level set to that of the intended process. The headspace is

evacuated and then pressurized with gas and the agitator is

turned on, with the speed increasing quickly to the intended

process speed. Headspace pressure and both headspace and

liquid temperature are monitored continuously. In the ab-

sence of reaction and any other phase transfer effects,

equation 9.17 may be used to fit both gas–liquid (surface

gassing) kLa and solubility. Alternatively, a reaction that

consumes the dissolving gas may be run under conditions of

high catalyst loading, such that mass transfer is rate limiting;

in this case, equation 9.9may be used to fit kLa to an indicator

of reaction progress, such as hydrogen uptake. Note that (i)

the kLa for surface gassing is very sensitive to the submer-

gence of the top impeller [30] and (ii) sparging gas may be of

little value in a ‘‘dead-end’’ system (i.e., unless gas is

continuously removed from the headspace) andmass transfer

due to surface gassing is more important.

The depressurization test described above must be done

carefully in order to provide useful data; for example, the

headspace and liquidmust be at the same temperatures before

the agitator is turned on, to avoid a pressure recovery due to

heating of the gas by the liquid.

For solid–liquid and liquid–liquid reactions, analogous

characterization tests in which the uptake of solute is mon-

itored (e.g., by sampling the liquid) may be used; or a known

fast chemical reaction may be run under conditions in which

dissolution of solute is rate limiting. Equation 9.9 again

provides the basis for fitting kLa to the monitored profiles.

Alternatively, empirical estimates may be made using

chemical engineering correlations; for these, the molecular

diffusion coefficient of the solute in the solvent is required,

which limits applicability. A feature that makes solid–liquid

systems somewhat easier to predict is that the wetted area

does not change with stirrer speed once the solids are

suspended; that is unless the particles are broken as a result

of agitation. For liquid–liquid systems, the effect of minor

components on the droplet size and the resulting surface area

can be very significant, making accurate estimates difficult.

In all operations involving contact between multiple

phases, a certain minimum level of agitation is required

(even if kinetics are slow) in order to ensure that a dispersion

of one phase exists in the other. In solid–liquid and liqui-

d–liquid systems, theminimum stirrer speeds at which such a

dispersion is created may be estimated with greater certainty

than kLa.

For solid–liquid systems, this level of agitation, NJS—the

agitator speed that just suspends the solid particles, exposes

the full surface area and kLa on scale may be taken as

approximately equivalent to that applied in a laboratory

experiment using the same raw materials at the same con-

ditions in which all of the solids were suspended; therefore

similar kLa can be achieved even if neither laboratory nor

plant kLa is known. NJS may be estimated for a variety of

impeller and tank configurations [31].

For liquid–liquid systems, a balance must be struck

between mass transfer rate (favored by small droplets) and

subsequent quick phase separation (favored by large dro-

plets). Operating at NJD—the agitator speed that just dis-

perses the liquid droplets of one phase in the other, exposes

significant surface area while reducing the likelihood of

forming a stable emulsion; once again the kLa on scale may

be taken as similar to that applied in a laboratory experiment

with the same raw material at the same conditions in which

the liquids were just dispersed; therefore similar kLa can be

achieved even if neither laboratory nor plant kLa is known.

NJD may be estimated for a variety of impeller and tank

configurations [32, 35].

If solid–liquid or liquid–liquid kLa is a factor in definition

of a design space, the proximity of agitator speed to NJS or

NJD, respectively, is a reasonable surrogate variable for kLa;

for example, a dimensionless agitator speed that is scale

independent could be defined as a factor:

N* ¼ N

NJS

ð9:37Þ

N� in equation 9.37 might for example in a particular

application need to be above 1.0 in order to avoid mass

transfer limitations.

9.6.3 Liquid Mixing

In batch homogeneous reactions there is the possibility of

reaction rate limitation by macromixing, at very low agita-

tion rates. A macromixing time constant of 30–60 s should

eliminate this dependence and correlations are available to

estimate this factor [33]. The liquid mixing characteristics

relevant for fed-batch reactions are meso- and micromixing

time constants; these appear in equations that describe the

rate of localized mixing near the addition point in fed-batch

and continuous reactors and may be rate determining when

kinetics are fast, that is for pseudohomogeneous, dosing-

controlled reactions as described above.

The time constants for meso- and micromixing may be

characterized by running test reactions with known

kinetics in the target equipment [14, 34]. The outcome

of these reactions is mixing-sensitive under certain con-

ditions and varies with factors such as impeller speed,

addition rate and addition location. When the product

distribution or selectivity from each experiment is com-

bined with a mathematical model based on Figure 9.7, the

time constants for meso- or micromixing for each set of

conditions may be obtained.
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Alternatively, formulas are available for these time con-

stants [14] and if the spatial distribution of the local rate of

energy dissipation, e, is known, the time constants may be

obtained from these. Specialized tools such as computational

fluid dynamics or laser anemometry may be used to estimate

the spatial distribution of e. As a general rule, e is a multiple

(e.g., 10–100) of the vessel-averaged power input per unit

mass (W/kg) near the impeller and a fraction (e.g., 1–10%) of

the average near the liquid surface.

9.6.4 Phase Separation

Phase separation times, for example, after a liquid–liquid

reaction or extraction, are longer on scale that in the labo-

ratory [35]. As a rough indicator, the separation timescales

with the liquid depth, so a separation time of 1min in the

laboratory can easily extend to 1 h on scale. Excessive

separation times can be avoided by avoiding the formation

of very fine droplets or stable emulsions; operating a liqui-

d–liquid reaction at or nearNJD as described above represents

a good balance between high mass transfer area and short

phase separation time.

9.6.5 Gas Disengagement

When reactions evolve gas, the rate of gas evolution scales

with the reaction volume, but the ability of the liquid surface

to allow the gas to escape scales with the cross-sectional area

of the vessel. The maximum velocity of gas escape through

the liquid surface is approximately 0.1m/s [35], allowing the

maximum volume flow rate of gas evolution to be estimated:

Qgas ¼ 0:1
pT2

4
ð9:38Þ

This can be converted into a molar rate using the ideal gas

law:

Ngas ¼ 0:1
pT2

4

p

RT
ð9:39Þ

If the rate of reaction exceeds the maximum rate of gas

evolution, significant foaming will occur and in some cases

material will be lost from the reaction vessel. This problem

becomes more likely on scale, as the maximum rate of gas

evolution per unit volume reduces

Ngas

V
� 0:1

1

H

p

RT
ð9:40Þ

Equation 9.40 indicates that the volumetric rate of reactions

evolving gases may need to be reduced on scale (e.g., by

slower feeding or otherwise) in order not to exceed the

limitations imposed by the equipment.

For example, in a vessel of 2 L nominal volume with

diameter 0.115m, filled to a level of 1 L at 20�C, the

maximum volumetric rate of a reaction evolving 1mol of

gas (e.g., CO2) per mole of product without batch swelling is

0.1� (1/0.104)� (1.01325� 105/8.314� (273.15 þ 20))

¼ 39.97mol/m3 s� 0.04mol/L s. The same process running

in a 2000 L vessel with diameter 1.5m at 1600 L batch size is

limited to a rate of 0.1� (1/1)(1.01325� 105/8.314�
(273.15 þ 20))¼ 4.16mol/m3 s� 0.004mol/L s, that is, 10

times slower, to avoid batch swelling.

9.7 MODEL VERIFICATION STATISTICS

9.7.1 Parameter Uncertainty

All equations that are derived originally from experimental

data have a degree of uncertainty associated with their

calculations or predictions. This is true for calibration curves,

regression lines, response surfaces generated by design of

experiments, chemical engineering correlations for estimat-

ing equipment performance, models based on ordinary dif-

ferential equations (such as many of the examples shown

above) and those using partial differential equations (such as

computational fluid dynamics, in which turbulence models,

‘‘wall laws’’ and othermodel parameters are ultimately based

on experimental data). Unless these latter models involving

differential equations are integrated over a sufficiently fine

‘‘grid,’’ their uncertainty is further increased by lack of

precision.

Once accepted as useful, models are often used without

taking this uncertainty into account, but experienced practi-

tioners will always allow a factor of safety to compensate for

a margin of error, even if the size of that error is not known.

When the original data and the model are both available, it is

possible to use statistical methods to quantify the uncertainty

level. This makes the potential deficiencies of the model

more evident and explicit and may also focus further exper-

imentation on reducing those uncertainties.

More details about how to calculate uncertainty are given

elsewhere [36] and Figure 9.17 illustrates the typical situa-

tion for a linear model in which the slope and intercept have

been fitted.

Confidence bands define an envelopewithinwhich there is

a certain confidence level (typically 95%) of the true location

of the best-fit line. Prediction bands (or intervals) define a

wider envelope within which there is a certain confidence

level (e.g., 95%) that all data points/observationswill lie. The

width of prediction bands relative to the model prediction

indicates the likely relative error of the model predictions;

this also reflects underlying variability or lack of reproduc-

ibility in the experimental data. For typical linear models

such as that in Figure 9.17, the bandwidths are at a minimum

at the center of the experimental data and increase in either

direction from the center. This tallies with the belief that

models are most applicable near the conditions where the
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experiments were run and become less reliable at more

extreme conditions.

Any such model should in the first instance be based on

reliable, reproducible data; there should also be sufficient

data to avoid ‘‘overfitting,’’ that is, the number of observa-

tions should be significantly greater than the number of

model parameters fitted. The degree to which such a model

can be said to be verified depends on the width of its

prediction bands compared to the accuracy needed in the

intended application.

For example, if a model predicts an impurity level of

0.1%, with 95% prediction bandwidths of 0.05%, one could

state with a high degree of confidence that the impurity level

will be less than 1%; more formally, the probability of

impurity exceeding 1% is almost zero, p(Impurity> 1%)

� 0. The samemodel is not sufficiently accurate to state with

the same degree of confidence that the impurity level will be

less than 0.2%; that is, p(Impurity> 0.2%)> 0. However if

the 95% prediction bandwidth was 0.01%, the model would

be suitable for more confident predictions at lower impurity

levels. There is therefore an element of fitness for purpose

when judging whether a model has been verified sufficiently

to apply it in a given situation.

Similarly, if the correlation used to calculate the stirrer

speed required to suspend solids has a stated accuracy of

20% and the predicted NJS¼ 80 rpm, this level of veri-

fication is sufficient to say that, for example, 40 rpm is

too little—p(Suspended)� 0 and 120 rpm is too much—p

(Suspended)� 1, but not whether 75 rpm is sufficient—

0< p(Suspended)< 1.

Returning to Example 9.4, confidence and prediction

bands may be calculated for a dynamic model based on

chemical engineering rate equations and typical results are

shown in Figures 9.18 and 9.19.

Comparing Figures 9.18 and 9.19, the relative width of

prediction bands is greater for alkene than for product. This

FIGURE 9.17 Schematic of confidence and prediction bands for a linear model in which the slope

and intercept of the best-fit line have been fitted to data (symbols).
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FIGURE9.18 Model predictionswith confidence and prediction bands/limits for the product profile

in Example 9.4, compared with experimental measurements of that profile. All measured data lie

within the envelope defined by the 95% prediction bands.
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reflects greater uncertainty in the alkene measurements and

predictions.

In quality by design work, the criticality of factors is

sometimes judged according to their proximity to factor

settings that define the ‘‘edge of failure,’’ for example,

crossing an impurity limit. Prediction bands should be taken

into account when judging criticality in this way, as thesewill

show that failure will occasionally occur at factor settings

that are nearer to intended operating conditions.

9.7.2 Implications for Design Space Definition

The existence of uncertainty means that formal probability

statementsmay be required to properly define a design space;

while this implies some additional work, it has the benefit of

quantifying the degree of assurance (or risk) that exists in

relation to how the process will perform. In general, this

approach will lead to design spaces that are smaller andmore

conservative than when uncertainty is ignored and which

maximize the probability that the product quality will be in

specification. Most popular statistical software packages at

present do not take uncertainty into account in this way [37].

The relevant probability can be calculated in a variety of

ways and Figure 9.20 illustrates application to Example 9.4.

Recall fromFigure 9.19 that the relative uncertainty of alkene

is greater than that for product in this case; this leads to a

relatively broader region of conditions in which the impurity

has a significant probability of failing to meet specification.

On the other hand, uncertainty in product predictions is low,

leading to a narrow region separating success and failure. To

produce Figure 9.20, the relative uncertainty in quench

window was taken to be proportional to that of alkene and
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FIGURE 9.19 Model predictions with confidence and prediction bands/limits for the alkene profile

in Example 9.4, compared with experimental measurements of that profile. All measured data lie

within the envelope defined by the 95% prediction bands.

FIGURE 9.20 Response surface showing joint probability that responses ProductMaxTime and

QuenchWindow will be in specification for Example 9.4.
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the relative uncertainty of ProductMaxTime proportional to

that of product.

Figure 9.20 illustrates the regions of the factor space

with the highest probability of success; these are the most

favorable regions in which to operate the process. In the

highlighted area of Figure 9.20, the probability of success

exceeds 80%. Figure 9.21 compares the design space defined

on this basis (p> 80%) with that obtained by overlapping the

average responses; as expected, taking account of uncertain-

ty reduces the size of the design space.

The above results show that for quality by design pur-

poses, uncertainty in data or responses predicted by any

model should be explicitly taken into account in defining

the design space; probability is the natural way to do this.

Uncertainty will tend to shrink the design space away from

the edges of the areawhere average responses overlap, in line

with good engineering practice. When the peak probability if

far from 100%, this highlights the need to obtain greater

process understanding, or an improved process, before

proceeding.

SYMBOLS

a area per unit liquid volume (m2/m3)

a reaction order; also volume ratio (–)

A area for heat transfer (m2)

b reaction order (–)

C concentration; also specific heat capacity (mol/m3

(concentration); J/kgK (heat capacity))

D diameter (m)

DT temperature difference (�C or K)

DH heat of reaction (J/mol)

E energy (J/mol)

H Henry’s law constant; also liquid depth (– (Henry

constant); m (liquid depth)

k rate constant; also mass transfer coefficient (m3/

mol s (kinetics); m/s (mass transfer))

N impeller rotational speed; also hydrogen supply

rate (1/s and rpm (impeller speed);mol/s (hydrogen

supply rate))

n stoichiometric coefficient (�)

p pressure; also probability (Pa (pressure); –

(probability))

Q volumetric flow rate; also heat flow rate (m3/s (flow

rate); W (heat flow rate))

r rate of reaction (mol/m3 s)

r density (kg/m3)

R gas constant (J/mol K)

S partition coefficient (–)

t time (s)

T temperature; also tank diameter (K or �C (temper-

ature); m (tank diameter))

U overall heat transfer coefficient (W/m2K)

V liquid volume (m3)

Subscripts

0 initial; also at infinite temperature

A of component A; also of activation

B of component B

bulk of the bulk solution

d of the dispersed phase

f of the feed

fed of limiting fed reactant

gas of gas

head of the headspace

H2 of hydrogen
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FIGURE 9.21 Comparison of design space for Example 9.4 defined using average responses and

that defined using probability of success >80%.
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i of the ith component

ij of the ith component in the jth reaction

j at the inlet to the cooling jacket or coil; also of the

jth reaction

JD just dispersed

JS just suspended

L in the liquid phase

LM logarithmic mean

m of mixing

max maximum

p at constant pressure

r of reaction

solute of limiting dissolving solute

transfer of reaction

Superscripts

� at saturation, that is, equilibrium between the phases; also

dimensionless
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