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13.1 INTRODUCTION

Crystallization can be defined as the formation of a solid

crystalline phase of a chemical compound from a solution in

which the compound is dissolved. In the synthesis of fine

chemicals and pharmaceuticals, crystallization is extensively

employed to achieve separation, purification, and product

performance requirements. Despite its industrial relevance,

an understanding of crystallization as a unit operation is often

de-emphasized in engineering curricula and ‘‘learned on the

job’’ in industrial settings.

In order to improve the knowledge and practice of crys-

tallization science, several excellent volumes have been

published that provide a comprehensive treatment of the

subject [1–3]. The objective of this chapter is not to repeat

these comprehensive overviews, but rather to provide a

concise, basic understanding of crystallization design and

scale-up principles, which can be applied toward common

industrial problems. The focus is primarily on batch rather

than continuous crystallization processes, as batch crystal-

lization is the predominant processing method used in the

pharmaceutical industry today.

The chapter begins with a discussion of crystallization

design objectives and constraints on design, including a

description of physical properties important to product per-

formance. Thermodynamic principles of crystallization are

then reviewed, followed by a discussion of crystallization

kinetics. Crystallization design approaches are then pre-

sented, incorporating thermodynamic and kinetic considera-

tions. Finally, the scale-up and scale-down of heat and mass

transfer are discussed. Throughout the chapter, industrially

relevant examples are used to illustrate the concepts

presented.

13.2 CRYSTALLIZATION DESIGN
OBJECTIVES AND CONSTRAINTS

Crystallization is used in pharmaceutical synthesis to ac-

complish the following two objectives: (1) separation and

purification of organic compounds and (2) delivery of phys-

ical properties suitable for downstream processing and for-

mulation. In achieving these objectives, a crystallization

design is constrained by economic and manufacturing con-

siderations, such as yield, throughput, environmental impact,

and the ability to scale the process. An overview of these

topics is presented in this section.

13.2.1 Separation and Purification

The synthesis of an active pharmaceutical ingredient (API)

from raw materials involves a multistep synthetic procedure

during which the raw materials undergo numerous chemical

transformations and purification steps to ultimately prepare

the desired molecular structure in high purity, (typically

>99%). One of the first steps in overall process design

is to understand where isolated intermediates are required

to meet purification needs. An example from the literature
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is used to exemplify a synthetic route and its separation/

purification challenges. This example is illustrated in

Figure 13.1 [4].

For the example in Figure 13.1, the API is produced in five

stages from raw materials. Four of these five stages have

crystallization steps to achieve purification, while the final

stage uses a crystallization to control the composition and

physical properties of the final molecule. The reference

describes in detail the rationale for the placement of crys-

tallization steps. Briefly, the stage 1 process was used to

control key impurities in the process, as the input raw

material 2 had approximately 35 impurities with the reaction

producing additional impurities. This stage used a design

space approach across the reaction and crystallization to

ensure complete purging of raw material 2 at levels up to

3% and of an alkene impurity on the cyclohexyl ring of

intermediate 3 at levels up to 4%. Crystallizations in stages 2,

3, and 4 increased the organic purity of the product from

approximately 97% to greater than 99% prior to stage 5 so

that this step could focus solely on the formation of the

desired salt and control of resultant physical properties.

Moreover, the use of crystallization in this synthesis allows

intermediates to be ‘‘stabilized’’ by forming a less reactive

solid phase, preventing solution phase side reactions (e.g.,

racemization), and allowing for material storage.

While organic impurities related to themolecular structure

of the intermediates and products are one concern for product

purification, inorganic and organic reagents also require

separation. These include simple salts (e.g., NaCl, K2CO3,

and NaOAc) and reagents (e.g., triethylamine, Pd(OAc)2, and

triphenylphosphine) commonly used in pharmaceutical syn-

thesis. Crystallization is also used to control chiral purity,

often through the use of chiral resolving agents [3].

Purification is enabled by selecting a solvent in which

impurities are dissolved at the point where the desired

product can be crystallized, or in which impurities remain

undissolved and can be physically removed by filtration of

the product solution. While thermodynamics are often the

primary factor in achieving purification, kinetics may also

impact the impurity content of a product by entrapment of

impurities or solvents in the crystal lattice, often induced by

rapid crystallization processes. This is discussed in addi-

tional detail in 13.5.3.

13.2.2 Product Performance

The second objective of crystallization is related primarily

to API rather than to intermediate production. It concerns

the delivery of the appropriate material physical properties

to ensure acceptable downstream processing (e.g., isolation,

drying, size reduction, and formulation unit operations) as

well as the in vivo/in vitro performance of the formulated

product. Of particular concern are the crystalline form of

the compound, the particle size distribution of the active

FIGURE 13.1 Schematic of a typical synthetic route to an active pharmaceutical ingredient [4].

This particular route uses six chemical transformations with five crystallizations to achieve the

purity required to ensure product quality. Reprinted with permission from Ref. 4. Copyright (2009)

American Chemical Society.
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ingredient, and the morphology and flow properties of the

product.

13.2.2.1 Crystalline Form Pharmaceutical solids are

known for their ability to have multiple solid phases. A brief

schematic of common solid phases is shown in Figure 13.2.

Solid phases commonly exist as either ‘‘polymorphs’’ or

‘‘pseudopolymorphs.’’ Pseudopolymorphs are also referred

to as solvates and hydrates. Polymorphism occurs when a

single compound exists in two or more solid-state forms that

have identical chemical structures but different crystal lattice

structures.

Polymorphs can have either ‘‘monotropic’’ or ‘‘enantio-

tropic’’ relationships [5]. This behavior is exhibited in Fig-

ure 13.3. When two polymorphs have a monotropic rela-

tionship they exhibit the same relative stability order up to

the normal melting point of each polymorph. When an

enantiotropic relationship exists, the polymorphs change

stability order at a transition temperature below the normal

melting point of either polymorph. In Figure 13.3, the Gibbs’

free energy of two polymorphs is shown for both a mono-

tropic case and an enantiotropic case. For the monotropic

case (b), the Gibbs’ free energy of polymorph I, GI, is lowest

across the temperature range until the melting point, where

the liquid form of the material becomes most stable. In the

enantiotropic case, polymorph II exhibits the lowest Gibbs’

free energy, GII, up to a transition temperature, IPM at which

point polymorph I exhibits the lowest Gibbs’ free energy.

As illustrated in Figure 13.3, the difference in enthalpy

between polymorphs I and II (HI and HII) is approximately

constant over the temperature range shown. Therefore, the

change in their Gibbs’ free energy relationship is predom-

inately due to the entropy contribution, TDS.

Solvates and hydrates occur when a solvent or water

molecule is integrated into the crystal lattice through a

repeating, noncovalent bonding arrangement with the parent

molecule. In the case of ‘‘reversible’’ solvates and hydrates,

the molecule(s) of solvent or water can be removed from

the pseudopolymorph without significantly affecting the

crystallinity of the solid [8]. For ‘‘irreversible’’ pseudopoly-

morphs, removal of the solvent or water can lead to amor-

phous material. Amorphous material may also be produced

through rapid precipitation or material comminution. Co-

crystals are similar to solvates, except that the ‘‘solvent’’ or

‘‘water’’ molecule is instead an involatile solute (e.g.,

nicotinamide [9] and benzoic acid [10]), which forms a

complex with the parent API via a repeating, noncovalent

bonding pattern (typically through hydrogen bonding, p
stacking, or van der Waals interactions between the parent

and the solute). For a more in-depth discussion on crystalline

forms, excellent texts are available [11, 12].

Crystalline forms are important because they may exhibit

different properties, some of which can include

. Solubility

. Melting point

Molecular Pharmaceutical Solid

Amorphous Crystalline

Polymorphs Pseudopolymorphs
(solvates/hydrates)

Cocrystals

Reversible

Irreversible

Monotropic

Enantiotropic

FIGURE 13.2 A map of the forms that a molecular pharmaceu-

tical solid can exhibit. Crystalline materials are polymorphs, sol-

vates/hydrates, and cocrystals. Cocrystals can be considered special

cases of solvates, in which the ‘‘solvent’’ is instead an involatile

compound that noncovalently bonds to the molecular solid in a

regular, ordered manner. Irreversible solvates can convert either to

polymorphs, different solvates, or amorphous materials upon des-

olvation/dehydration.
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FIGURE 13.3 Thermodynamic description of polymorphism:

enantiotropic (a) and monotropic (b) systems [6]. In the monotropic

system, the stability order of forms is the same up to the melting

point. For the enantiotropic system, a crossover temperature exists

where the stability order changes. Reprinted with permission from

Ref. 7. Copyright (1999) John Wiley & Sons, Inc.
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. Dissolution rate and bioavailability of a formulated

solid dosage form

. Chemical and physical stability

. Habit and associated powder properties (e.g., flow, bulk

density, and compressibility)

As a result, the desired crystalline form is typically defined

prior to initiating a crystallization design. For an intermedi-

ate, the form is often selected based on ease of manufacture,

filterability, and chemical and physical stability. For a final

product, it is often chosen based on performance in the

formulated product (e.g., bioavailability, dissolution rate,

and chemical and physical stability) and on manufacturabil-

ity (e.g., bulk density and melting point) [6, 13].

When designing a crystallization, it is frequently desired

to produce the crystalline form that is most stable at the

solution composition and temperature of isolation. If the

form being produced is not thermodynamically stable, it is

possible for form conversion to occur at some point in the life

cycle of the product, with the unstable form becoming

difficult or nearly impossible to manufacture. An excellent

example of this is the oft-referenced Ritonavir example

where a more stable form appeared during commercial

manufacture and caused a disruption to supply while the

form issuewas resolved [14].Because the conversion froman

unstable to a stable form is a kinetic process, it can be affected

by changes in impurities, equipment, concentration, and

other process variables.

13.2.2.2 Particle Size The second product performance

criteria of concern is often particle size, although other

properties such as surface area may be of equal or greater

importance. The focus on particle size, and its frequent

specification for APIs, is due to its potential impact on the

performance of solid dosage forms:

1. Particle size can affect exposure to patients and in vitro

specifications such as product dissolution. Product

dissolution is a test where a formulated dosage form

(e.g., tablet, capsule) is stirred in an aqueous media

with the aqueous media measured for drug content as a

function of time. The test is used to ensure consistency

between drug product batches and is often correlated to

exposure levels in patients. For example, crystals with

larger particle sizes often dissolve more slowly than

small particle size crystals, due to their lower surface

area to volume ratio [15].

2. Particle size can affect final dosage form production by

impacting powder conveyance and mixing. Convey-

ance and mixing can impact granulation (the drug

product unit operation through which API is mixed

with excipients, lubricants, and disintegrants prior to

preparing the final dosage form, e.g., tabletting or

capsule filling). It can also affect the dose uniformity

(i.e., the amount of drug in each dosage unit) and drug

product appearance (e.g., color and shape).

For a detailed discussion of particle size and the nature of

particle size distributions, thorough descriptions have been

prepared [1]. Briefly, particle size distributions in pharma-

ceuticalmanufacture typically utilize volume- ormass-based

distributions. Mass-based distributions indicate what per-

centage of product mass is distributed into size intervals.

Volume-based distributions indicate what percentage of

product volume is distributed into size intervals. Mass and

volume distributions are related to each other by the crystal

density. Figure 13.4 displays a typical volume-based distri-

bution for a pharmaceutical, with references made to d90, d50,

and d10. These values represent the particle size belowwhich

more than 90%, 50%, and 10% of the total volume of the

product lies, respectively. Specifications for APIs often

FIGURE 13.4 Particle size distribution (volume%) of a typical pharmaceutical product, measured

by laser light diffraction. The d(0.9) or d90 corresponds to the size at which 90%of the area of the curve

is contained.
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contain a range for particle size that includes one or more of

d90, d50, and d10. While the example in Figure 13.4 reflects a

measurement obtained through a laser light scattering meth-

od for particle sizing, alternative methods such as sieving

(which generates a mass distribution) are still routinely

employed. Example 13.1 illustrates a mass particle size

distribution calculation using sieves.

EXAMPLE 13.1 PARTICLE SIZE

DISTRIBUTION CALCULATIONS

Seventy-five grams of API have been sieved using a cascade

of 15 sieves. Themass on top of each sieve has beenweighed,

and is shown in Table 13.1. For mass distributions, instead

of d90, d50, and d10, the termsx90,x50, andx10 are used, where

x represents mass fraction. Estimate the x90, x50, and x10 for

the material.

For sieving, the first step is to assign a particle size to each

interval. The amount on top of a sieve has a particle size that

is between the size opening of that sieve and the next largest

sieve size opening. The particle size of this interval is

estimated by averaging these two sieve size openings. Once

this is done for all size intervals, themass amount is tabulated

as a function of particle size. The mass amounts are then

cumulatively added across sieve sizes with the amount at

each interval divided by the total amount of material input to

the sieve test. This gives a cumulative percentage of mass

retained as a function of particle size. The mass retained and

the cumulative percentagemass are then plotted as a function

of particle size (Figure 13.5). The x90 can be estimated as the

particle size at which the cumulative mass is 90%. A similar

approach is used for x50 and x10, giving values of x90¼ 890

mm, x50¼ 520 mm, and x10¼ 300 mm.

13.2.2.3 Morphology and Powder Flow Properties A

knowledge of crystal habits is important in understanding

the particle size distribution and the behavior of powders

and slurries, as different crystalline habits have different

characteristic lengths and different flow characteristics. Flow

TABLE 13.1 Sieve Mass Fractions for an API

Sieve No. Size Opening (mm) Mass Retained on Sieve (g) Sieve No. Size Opening (mm) Mass Retained on Sieve (g)

– 0 0.2 No. 30 595 12.2

No. 80 177 0.7 No. 25 707 8.7

No. 70 210 1.3 No. 20 841 5.3

No. 60 250 2.7 No. 18 1000 3.2

No. 50 297 5.3 No. 16 1190 2.4

No. 45 354 7.8 No. 14 1410 1.2

No. 40 420 10.9 No. 12 1680 0

No. 35 500 13.3 No. 10 2000 0

FIGURE 13.5 Size distribution estimated from sieve analysis data. Details of plot are described in

Example 13.1.
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characteristics are important because poor flowing powders

can influence the ability of a powder to blend with excipients

and can also impact the flow of powder in primary and

secondary unit operations, causing undesirable phenomena

such as core flow, also known as ‘‘rat-holing,’’ in powder feed

hoppers. The desired state for powder flow in a hopper is

known as mass flow. In mass flow, the entire hopper contents

are in motion. Mass flow is indicated by ‘‘first in–first out’’

flow of material, and a solid surface that sinks evenly. Core

flow, on the contrary, is characterized by dormant zones near

the walls of the hopper. Core flow is exemplified by a ‘‘last

in–first out’’ flow of material and a solid surface that forms

a core or rat-hole down the center of the hopper.

Figure 13.6 displays a summary of common habits ob-

served in pharmaceutical crystallizations. Equant/block and

bipyramidyl habits typically result in products that are easy to

isolate, dry, and handle due to their relatively low surface area

to volume ratio. Acicular and thin blade crystals, which are

common in pharmaceuticals, tend to pose more processing

difficulties such as long isolation times, agglomeration, and

poor flow and handling properties. Despite processing dif-

ficulties, these habits may also result in high surface area

materials, which can positively impact in vivo performance

of a formulation. One of the key determinants of habit is the

selected salt or hydration/solvation state of the parent mol-

ecule (i.e., the ‘‘version’’ of the molecule). The version and

the selected form of that version, often selected early in

development, can dictate the habit and constrain the ability to

optimize downstream processing steps. The habit of a crystal

may also be influenced by the crystallization solvent and the

impurities present in the crystallization process.

The flow characteristics of a powder are frequently in-

ferred from knowledge of powder densities, commonly the

bulk and tapped densities. The bulk density of a powder is the

density measured ‘‘as is,’’ while the tapped density uses

mechanical ‘‘taps’’ to facilitate further packing and settling

of the powder. The ratio of the tapped to bulk density is

referred to as the Hausner ratio, and provides an indication of

the compressibility of powders and as a result the ease of

powder conveyance. Materials with a Hausner ratio of less

than 1.2 are generally considered to have acceptable flow

properties, while those with a ratio greater than 1.4 are

considered to have poor flow properties. The absolute values

of density are also important, as they affect the level of fill for

a piece of equipment. If material A has twice the bulk density

of material B, the size of a batch can potentially be twice as

large in the same equipment, resulting in increased through-

put. Acicular materials routinely have Hausner ratios >1.3

and bulk densities<0.2 g/cm3, while block and equant habits

often have bulk densities >0.3 g/cm3 and Hausner ratios

<1.2 [16]. In addition to habit, particle size also affects

material bulk densities, often proportionately (i.e., larger

particle size generally corresponds to higher densities).

13.2.2.4 Manufacturability Common manufacturability

criteria include yield, cycle and batch times, environmental

impact, and processability. Theoretical process yields are

calculated with equilibrium solubility data, as described in

the next section. Environmental impacts are often dictated by

the toxicity of the solvent (ICH Class 3 solvents being

preferred), amount of solvent used (<10L/kg solute pre-

ferred), ability to recover the solvent (single solvent systems

preferred), and boiling point of the solvent (55–100�C pre-

ferred). Cycle and batch times are affected by the time it takes

for the crystallization to proceed, and by the time spent in the

isolation and drying unit operations. Generally, smaller

FIGURE 13.6 Commonly observed habits in pharmaceutical crystallization. For a more complete

description of habits, please see Ref. 1.
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particles will result in a higher filter cake resistance due to

more efficient packing and reduced cake porosity [17]. As a

result there is often a trade-off between time spent in each

unit operation, as rapid crystallizations generate small par-

ticles (resulting in a slow isolation) and slow crystallizations

generate larger particles (resulting in a rapid isolation). The

integration of crystallization, isolation, and drying must be

considered to deliver an optimum throughput for a product.

An example of batch time analysis for a crystallization and

isolation process is shown in Example 13.2.

EXAMPLE 13.2 ESTIMATION OF OPTIMAL
CYCLE TIME FOR A CRYSTALLIZATION,

ISOLATION, AND DRYING PROCESS

The API shown in Figure 13.7 is prepared by reactive

crystallization where a base, ethylene diamine, is added to

a molecular free acid. Two potential crystallization processes

have been identified thatmeet the product performance needs.

Process 1 is performed in tert-butyl methyl ether

(TBME), and requires 12 h to crystallize. Process 2 is

performed in isopropyl alcohol (IPA), and requires 5 h to

crystallize. Both crystallizations use 10 L solvent/kg prod-

uct, the yields for both processes are the same, and both

processes are isolated at 20�C. Either process is planned to

use a 1m2 area filter with a mass loading of 100 kg and a

1 barg filtration pressure. Filter cake resistances, a, of

the products were measured through small-scale tests to

be 1.0� 1011 and 0.5� 1011m/kg, respectively, where the

cake resistance is estimated through equation 13.1, assum-

ing a negligible media resistance. In equation 13.1, t is the

filtration time, mf is the mass of filtrate, n is the kinematic

viscosity, c is the mass of solids per mass of filtrate, AF is the

filtration area, and P is the pressure drop across the filter.

t

mf

¼ anc

2AF
2P

mf ð13:1Þ

Which process offers the minimum batch time, and by how

much (assume 1 bar atmospheric pressure)?

Solution

The filtration time for each material must be estimated at

commercial scale. At 20�C, TBME has a kinematic viscosity

of 4.7� 10�7m2/s and a density of 0.740 kg/L, while IPA has

a kinematic viscosity of 2.9� 10�6m2/s and a density of

0.786 kg/L. From the equation provided, the isolation times

for a 100 kg batch with 10 L solvent/kg product can be

estimated as

c ¼ 1 kg

10 L
� 1 L

0:740 kg
¼ 0:135 and

mf ¼ 10 L=kg � 100 kg � 0:740 kg=L ¼ 740 kg

t ¼ anc

2AF
2P

m2
f

¼ 1:0� 1011 m=kg � 4:7� 10�7 m2=s � 0:135
2 � ð1 m2Þ2 � ð1� 105 kg=m s2Þ � ð740 kgÞ2

¼ 17390 sY t ¼ 4:8 hr for the TMBE process filtration

c ¼ 1 kg

10 L
� 1 L

0:786 kg
¼ 0:127 and

mf ¼ 10 L=kg � 100 kg � 0:786 kg=L ¼ 786 kg

t ¼ anc

2AF
2P

m2
f

¼ 0:5� 1011 m=kg � 2:9� 10�6 m2=s � 0:127
2 � ð1 m2Þ2 � ð1� 105 kg=m s2Þ � ð786 kgÞ2

¼ 56985 sY t ¼ 15:8 h for the IPA process filtration

So the total batch time using TBME is 12 þ 4.8¼ 16.8 h and

using IPA is 5 þ 15.8 h¼ 20.8 h. TBME offers a lower batch

time by 4 h, mainly due to the lower kinematic viscosity

of TBME compared with IPA. More detailed approaches

optimizing crystallization parameters in-line with isolation

times can be performed [18].

Example 13.2 illustrates a key aspect of crystallization

design that is also illustrated in Figure 13.8. The crystallization

O

O

O

OMe

iPrO

CO2H

OH

NH2

NH2

O

O

O

OMe

iPrO

CO2H

OH

. 1/2

Ethylene diamine

FIGURE13.7 Example reactiveAPI crystallization process. Details are described in Example 13.2.

CRYSTALLIZATION DESIGN OBJECTIVES AND CONSTRAINTS 219



in the example affects isolation performance, which in turn

affects drying performance, which affects sieving and size

reduction performance, which ultimately affects performance

in the formulation process. As a result, it is often necessary

to study crystallization in conjunction with several unit

operations. As shown in Example 13.2, it is straightforward to

assess the dependence of the crystallization on the isolation

step and the drying step can further be integrated into struc-

tured studies. Each downstream unit operation must be inves-

tigated for its impact in ensuring the process, and not just the

crystallization, achieves the desired performance objective.

13.3 SOLUBILITY ASSESSMENT AND

PRELIMINARY SOLVENT SELECTION

An understanding of a compound’s solubility is the starting

point for crystallization design. The solubility of a compound

determines the throughput and yield; it is the key measure-

ment for selecting a solvent system and selecting a crystal-

lization mode. Solubility is a thermodynamic property of a

solute, which describes the equilibrium of a defined solid

phase (e.g., a polymorph or pseudopolymorph) with a solu-

tion, as shown in equation 13.2. It is a dynamic equilibrium

whereby the rate of dissolution is balanced by the rate of

crystallization.

drugðdissolvedÞ ��!
kcrystallize

kdissolutioin
drugðsÞ ð13:2Þ

Solubility is determined through equilibrium experiments in

which a solid phase is slurried isothermally with a solvent

until a constant concentration is achieved in the solution

phase. Typical solubility data collection for a pharmaceutical

compound is shown in Figure 13.9. These data illustrate the

general approach to measurement: solid of a known phase is

Crystallization
- Cooling
- Antisolvent
- Reactive
- Evaporative

Isolation and Washing
- Centrifugation
- Filtration

Sieving/Size Reduction
- Cone mill, mechanical sieve
- Milling/micronization

Drying
- Gas drying
- Vacuum drying

Establishes purity, form, habit,
and particle size. Affects

isolation, washing, and drying.

Influences purity. May affect form and
particle size. Affects drying.

Influences particle size
and solvent content. May

affect crystalline form.
Affects sieving/size

reduction.

Influences physical
properties (density,

particle size). Affects
formulation steps.

FIGURE 13.8 The relationships of crystallization with downstream processing steps. Crystalli-

zation typically needs to be studied in conjunction with downstream steps to understand the complete

control of desired attributes.

FIGURE13.9 Results froma solubility experiment usingDiamondAttenuatedTotal Reflectance IR

spectroscopy to measure concentration in situ for a pharmaceutical active ingredient. At increasing

temperatures, the solute achieves an equilibrium in the different solvent mixtures, indicated by the

plateau in concentration upon achieving a new temperature. In this case, equilibrium is rapidly

achieved.
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added to a predefined amount of solvent at low temperature,

an equilibrium concentration is achieved, and the tempera-

ture is then increased, while ensuring solids are still present.

At the end of the experiment, the solid phase of thematerial is

assessed to ensure the crystalline form has not changed, as

different forms have different equilibrium concentrations.

If binary or ternary solvents are being studied, the phase

composition of the mixture should also be measured at the

end of the experiment to ensure no changes. Each compound

possesses its own timescale inwhich equilibrium is achieved,

which typically ranges from minutes to hours, although

days may be required in some circumstances. As illustrated

in Figure 13.9, in-line methods of solute concentration

measurement are useful in understanding time to equilibri-

um.When in-line methods are not practical, measurement of

the filtered equilibrium solution by HPLC (or gravimetric

analysis if the material is relatively free from impurities) is

commonly used.

While Figure 13.9 displays solubility as a function of

temperature, it may also bemeasured as a function of solvent

composition.When temperature is used to generate solubility

differences, the result is a ‘‘cooling’’ crystallization. When

solvent composition is used, the result is often called an

‘‘antisolvent’’ crystallization. In all cases, the preferred units

of solubility aremass solute per mass solvent. These units are

convenient for many engineering calculations.

Once data are collected, they can be evaluated for use in

process design. The thermodynamic description of two

phases in equilibrium is

f solidi ¼ f solutioni ð13:3Þ
where f solidi is the fugacity of component i in the solid phase

and f solutioni is the fugacity of component i in the liquid or

solution phase.

From this, one can derive an expression for solubility of

the general form:

xideal ¼ 1

csolute
exp

DHtp

R

1

Ttp
� 1

T

� �
�DCP

R
ln
Ttp

T
�Ttp

T
þ1

� ��

�DV

RT
ðP�PtpÞ

�
ð13:4Þ

where xideal is the ideal solubility of the solute (mol solute/

mol solution), cdrug is the activity of the drug in solution,

DHtp is the enthalpy change for a liquid–solid solute trans-

formation at the triple point, DCP is constant pressure heat

capacity difference between the liquid and solid solute

phases, DV is the volume change, T is the temperature, Ttp
the triple point temperature, P is the pressure, Ptp is the triple

point pressure, and R is the universal gas constant.

In almost all situations, pressure has a little to no effect on

solubility; therefore, the pressure term can be eliminated.

The change in heat capacity is often assumed to be negligible,

and the triple point is often replaced with the melting point of

the solid to yield the approximation shown below:

xideal ¼ 1

csolute
exp

DHm

R

1

Tm
� 1

T

� �� �
ð13:5Þ

for an ideal solution, this can be reduced to a van’t Hoff type

expression and linearized

ln xidealcsolute ¼ lnðSsoluteÞ ¼ DHm

RTm
�DHm

RT
¼ AS

T
þBS

ð13:6Þ
where Ssolute is the observed solubility and AS and BS are

constants obtained by regression. For ease of use in future

calculations, the natural log of solubility is taken with solu-

bility often having units of mass of solute per mass of solvent

and temperature having units of Kelvin (Figure 13.10).

Almost all solutions containing a high fraction of API are

nonideal; however this linearization technique (i.e., plotting

ln(Ssolute) versus 1/T) is a simple way to visualize and

interpolate solubility from a few data points. For systems

in which these plots are nonlinear, a correction can be added

to equation 13.6 [1]:

lnðSsoluteÞ ¼ AS

T
þBSþCS lnðTÞ ð13:7Þ

whereCS is an additional constant. In other cases, polynomial

or exponential functions may be used to represent data, but

these expressions tend to be less representative when extrap-

olated beyond the range of temperature studied in the sol-

ubility experiment. When solubility is correlated as a func-

tion of both composition (solvent 1 and solvent 2) and

temperature, AS and BS can often be empirically estimated

as linear or quadratic functions of solvent 2 volume fraction

to provide an adequate data fit.

Once solubility ismeasured, it can be used for a number of

purposes. First, it can be used to select the crystallization

solvent based on the design criteria: typically yield, through-

put, and environmental constraints. The potential process

yield, Y, is often estimated by equation 13.8 below:

Y ¼ Ssolute 1msolvent 1�Ssolute 2 msolvent 2

Ssolute 1 msolvent 1

ð13:8Þ

In equation 13.8, Ssolute1 and Ssolute2 are the solubility at the

dissolution temperature and composition, and the solubility

at isolation temperature and composition, respectively, and

msolvent1 and msolvent2 are the mass of solvent at the disso-

lution temperature and composition, and the mass of solvent

at isolation temperature and composition, respectively.

Another use of solubility data is the estimation of puri-

fication potential for a crystallization. To perform this as-

sessment, the solubility of the impurity must also be known.

Using equation 13.8, it is possible to calculate the mass of
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impurity and desired solute out of solution at the isolation

temperature and composition, giving the potential product

purity for the crystallization. The actual purification can be

less than the calculated values due to impurity inclusion or

occlusion in the product. The following example illustrates

the use of solubility data to estimate the purification potential

of a solvent.

EXAMPLE 13.3 USING SOLUBILITY TO

PREDICT YIELD AND PURITY

(a) Given the solubility data in Table 13.2, calculate the

maximum yield when the product is dissolved at 80�C
and isolated at 10�C.

(b) Given the additional data for the impurity, generate a

graph of the yield and purity of the product versus

dissolution temperature when isolating at 10�C with

an input purity of 96%, assuming the impurity does

not impact the API solubility.

Solution

(a) The yield can be calculated by performing amass balance

on the API in the solution phase. Equation 13.8 can be

modified to equation 13.9, because the mass of solvent is

the same at the beginning and end of the crystallization, and

assuming the density of solvent does not change across the

crystallization:

Y ¼ Ssolute 1� Ssolute 2

Ssolute 1
ð13:9Þ

Therefore, the yield for a saturated solution at 80�C isolated

at 10�C can be calculated as:

YAPI ¼ SAPIð80�CÞ�SAPIð10�CÞ
SAPIð80�CÞ ¼ 78�3

78
¼ 96:2%

The yield of API for each dissolution temperature can be

calculated using equation 13.9. However, the level of impu-

rity will always start at 4% of the initial API concentration,

not the solubility limit. Therefore, the yield of impurity can

be calculated as (Figure 13.11):

Purity ¼ mAPIYAPI

mAPIYAPIþmimpurityYimpurity

¼ YAPI

YAPIþð1�PurityinputÞYimpurity

ð13:10Þ
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FIGURE13.10 Solubility data fromFigure 13.9 regressed using a simplevan’tHoff relationship. For

some solvents, the fit is very linear (e.g., tert-butyl methyl ether). Other solvents would benefit from an

additional fitting parameter due to curvature (e.g., toluene) using the C ln(T) term, equation 13.7.

TABLE 13.2 API and Impurity Solubility Data for

Example 13.3

Temperature (�C)
API Solubility

(mg/mL solvent)

Impurity Solubility

(mg/mL solvent)

0 1.8 0.9

10 3 1.2

20 6 1.7

30 10 2.2

40 15 2.7

50 22 3.3

60 33 4.1

70 50 5.0

80 78 6.2

90 120 7.7
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An example of this calculation follows using the results from

the first part, dissolution at 80�C and isolation at 10�C.

Yimpurity ¼ 0:04 � SAPIð80�CÞ� Simpurityð10�CÞ
0:04 � SAPIð80�CÞ

¼ 0:04 � 78�1:2
0:04 � 78 ¼ 61:5%

Purity ¼ 0:962

0:962þð1�0:96Þ � 0:615 ¼ 97:5%

Solubility and related experiments are also essential in

understanding the relative stability of crystalline forms.

When slurrying solids at a constant composition and tem-

perature, the crystalline form may stay the same or partially/

fully convert to another form. If conversion occurs, the new

form is more stable than the input form at that temperature

and composition. The typical path for this type of process is

shown in the scheme below for the formation of a hydrate

from an anhydrate form:

AðsÞþ xH2OðlÞ()½A �xH2O�ðlÞ()A � xH2OðsÞ

The anhydrate will initially dissolve, forming a dissolved

and hydrated solute molecule. This hydrated species then

spontaneously crystallizes as the more stable form, and the

newly formed crystals continue to grow due to the higher

solubility of the anhydrate relative to the hydrate. As the

processes for spontaneous crystallization and growth can

be slow, these experiments often take days or even weeks to

achieve equilibrium. The process can be accelerated by

performing the slurry experiment with both forms present

initially or through minor fluctuations in temperature (e.g.,

�5�C).
The ‘‘simple’’ phase diagram that can be constructed to

understand the critical solvent activity or concentration

required to facilitate a form change is illustrated in

Figure 13.12a [19]. Such studies would also be conducted

as a function of temperature to give a full view of the phase

diagram.

An example of the use of solubility to understand the

relative stability of two anhydrous forms is shown in

Figure 13.12b. In Figure 13.12b, the two forms exhibit an

enantiotropic relationship and a ‘‘crossover’’ temperature

where the forms change in stability order. The ‘‘crossover’’

temperature is easily estimated through extrapolation of

solubility data.

The solubility of a compound can be dramatically affected

by the presence of impurities or residual solvents. When

measuring the solubility for crystallization design purposes,

it is recommended that the first measurement be made on

relatively ‘‘pure’’ materials (>98%) in pure solvents. This

gives a baseline understanding of behavior in the absence

of nonidealities. Then, measurements of representative ma-

terials in representative process solvents should be taken. The

values in actual systems should be used for forward design

purposes; the differences between ‘‘ideal’’ and actual sys-

tems can often be narrowed through an adjustment of the

actual system (e.g., removal of an impurity or better control

of small quantities of undesired solvent).

Nonidealities caused by compositional differences can

often be used advantageously. A specific instance involves

the use of water as a cosolvent for poorly soluble intermedi-

ates andAPIs.Water, when present as aminor component of a

solvent system, often has a dramatic solubility enhancement

FIGURE 13.11 Illustration of the trade-off between API purity and yield varying the dissolution

temperature (and solvent amount) with a constant isolation temperature. Details for the plot are

described in Example 13.3.
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effect that can be used advantageously, especially for com-

pounds which exhibit poor solubility in neat solvents. This

behavior is illustrated in Figure 13.13, in which a pharma-

ceutical compound exhibits a solubility maxima near 10%

water content (158mg API/g solvent), while exhibiting a low

solubility in both neat solvent (28mgAPI/g solvent) and pure

water (0.1mg API/g solvent).

Solvent evaluation using solubility data is essential to

achieving many of the objectives for a crystallization: yield,

throughput, and environmental impact (e.g., hazard of sol-

vent and amount of solvent required). In addition, solubility

data and assessment are the primary determinant of the

‘‘mode’’ of crystallization chosen. Without changes in sol-

ubility or the ability to increase solute concentrations above

the equilibrium solubility, material will not crystallize from

solutions. Frequently used crystallization modes in pharma-

ceutical production are shown in Table 13.3, along with the

solubility behavior that typically leads to the use of each

mode. While solubility is important to the initial mode

selection, an understanding of kinetics, as described in the

next section, is important in defining the parameters required

to meet other crystallization objectives, such as particle size

and crystalline form.

13.4 CRYSTALLIZATION KINETICS AND

PROCESS SELECTION

Solubility, like any thermodynamic relationship, provides a

start point and end point for a process. Knowledge of crys-

tallization kinetics is critical in determining the path through

which the beginning and end point are linked. For chemical

reactions, kinetics are used to indicate the rate of change of

molecular species; for crystallizations, kinetics are used to

indicate the rate of solutemass transfer from solution phase to

a solid phase. While solubility is often a primary control for

achieving purification and separation objectives, the kinetic

mechanisms of a crystallization are often the primary deter-

minant for physical properties. The discussion below is a

simplified description of crystallization kinetics, which are

more comprehensively described in several references [1, 3].

Following the preliminary selection of solvent(s) from

solubility data, the kinetics of the systemmust be understood

in order to choose the conditions under which the crystalli-

zation operates and to validate the choice of solvent(s). If the

chosen solvent system presents significant challenges related

to kinetics that prevent the crystallization from achieving its

design objectives, a new system is often sought.

Essential to understanding the kinetics of crystallization is

the concept of supersaturation, which is the driving force for

common crystallization mechanisms. Common expressions

of supersaturation are shown by the equations presented

below, where solubility and concentration units are adjusted

for consistency:

Supersaturation : s1 ¼ Csolute�Ssolute ð13:11Þ

Supersaturation ratio : s2 ¼ Csolute

Ssolute
ð13:12Þ

Relative supersaturation : s3 ¼ Csolute�Ssolute
Ssolute

¼ s2�1
ð13:13Þ

In the equations above, Csolute is the actual concentration

of solute at a temperature or composition condition, Ssolute is
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FIGURE 13.12 The use of equilibration and solubility experi-

ments to understand form stability relationships. (a) Hydrate/

anhydrate phase diagram that shows a critical water activity of

�0.25 needed to achieve full hydration. Below this activity, the

anhydrate will be the most stable polymorph. The data was

collected over 5 days starting from both 100% hydrate in one

case (squares) and 100% anhydrate in the other case (circles) [19].

Reprinted with permission from Ref. 19. Copyright (1996) with

permission from Elsevier.

(b) An enantiotropic system of an API. The solubility of Form B is

less than the solubility of Form A at temperatures up to approx-

imately 48�C (i.e., the crossover temperature), at which point

Form A exhibits a lower solubility and becomes more stable.
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the equilibrium solubility at the same condition, s1 is the

supersaturation in absolute terms (concentration), s2 is re-
ferred to as the supersaturation ratio, and s3 is referred to as
the relative supersaturation. All three terms are frequently

used in the analysis of crystallization processes.

Crystal mass formation can be achieved by either nucle-

ation or growth. Nucleation can be described as the formation

of new crystals from a solution or slurry, while growth can be

defined as the deposition of solute mass on existing crystals

of that solute. Nucleation can further be divided into two

mechanisms: ‘‘primary’’ nucleation, which is the formation

of new crystals from solutions devoid of crystals, and ‘‘sec-

ondary’’ nucleation, which is the formation of new crystals in

the presence of existing crystals. Primary nucleation can

occur within solutions (homogeneously) or at surfaces (het-

erogeneously), e.g., crystallizer walls and agitators.

Nucleation generates small crystals, which can be useful

in preparing small particle size powders. However, nucle-

ation can also lead to significant downstream processing

problems such as long isolation times, significant agglom-

eration leading to poor performance in a formulation, and

batch-to-batch variability.

TABLE 13.3 Common Crystallization Modes and the Influence of Solubility Behavior on the Selection of Modes

Crystallization Mode Description Solubility Behavior Leading to Mode Selection

Cooling Crystallization is achieved by cooling solvent from a

high temperature to a low temperature at constant

solvent composition. Temperature is used to reduce

solubility

Compound is soluble in a solvent at an elevated tem-

perature below the normal boiling point of the solvent

(e.g., >100mg/g solvent), but relatively insoluble at a

lower temperature (e.g., <20mg/g solvent)

Antisolvent Crystallization is achieved by adding an antisolvent to

a solvent in which the solute is soluble. Composi-

tion is used to reduce solubility

Cooling crystallizations cannot achieve yield constraints

(e.g., >90%) at reasonable dilutions (e.g., <20 L sol-

vent/kg compound). The addition of an equal volumeof

antisolvent to a solvent reduces the solubility of a

compound by more than 50%

Reactive Crystallization is achieved by changing the compound

ionically or structurally through reaction. The

reactants are often soluble with the product being

insoluble. Reaction is used to change the concen-

tration of the product above the solubility limit

The product is completely insoluble in all potential

solvents, and the precursors are readily soluble

Evaporative Crystallization is achieved by the evaporation of

solvent that increases the solute concentration

above the solubility limit

Often used in combination with a cooling crystallization.

For instance, if a cooling crystallization without

evaporation can come close to meeting yield require-

ments, further concentration through distillation will

allow additional mass to be recovered
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FIGURE 13.13 Solubility enhancement of an API using water as a cosolvent.Water often enhances

solubility of pharmaceuticals at moderate concentrations. This particular example uses ethanol as a

cosolvent. There is no form change across this water concentration range.
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Crystal growth is used to increase the size of the product,

reduce batch-to-batch variability, and overcome downstream

processing and handling issues [20]. It is also used to control

the crystalline form of the compound being prepared, as

multiple forms have the potential to simultaneously nucleate.

As a result of the benefits afforded by crystal growth, it is

generally preferred as the dominant mechanism in crystal-

lization design, especially for controlling physical properties

of materials.

13.4.1 Nucleation Kinetics and the Metastable Limit

When solutions are supersaturated, they are thermodynam-

ically unstable. Like chemical reactions that do not react

spontaneously, a thermodynamically unstable solution does

not necessarily crystallize spontaneously as an energy

barrier must be overcome to form a surface, analogous to

the activation energy associated with a chemical reaction.

Solutions that are supersaturated but do not spontaneously

crystallize are referred to as ‘‘metastable.’’ It is quite common

for pharmaceutical intermediates and APIs to form metasta-

ble solutions at supersaturation ratios between 1 and 1.20.

Eventually (i.e., weeks to years),many ‘‘metastable’’systems

might nucleate, but over the timescales associated with

processing (i.e., minutes to hours) nucleation typically does

not occur. A solute is said to be at its metastable limit when it

is at the maximum supersaturation at which primary nucle-

ation does not spontaneously occur.

After solubility, the metastable limit is the next critical

measurement in crystallization design. It is measured by two

primarymethods, which are described in detail in Table 13.4.

An example of metastable limit determination and data

reduction is provided by Example 13.4 for a cooling crys-

tallization and an antisolvent crystallization.

TABLE 13.4 Description of Metastable Limit Measurement Techniques

Method Description

Cooling rate (this method

is primarily applicable

to cooling crystalliza-

tions but can also be

applied to evaporative

crystallizations)

1. Using solubility data, a saturated solution of compound in solvent is prepared at a temperature close to the

maximum temperature of the proposed crystallization in a reactor equipped with a particle measurement

device (e.g., turbidity and Lasentec� FBRM�).

2. The solution is cooled at a slow rate (i.e., � 0.1�C/min) until particles are observed by the measurement

device. The temperature at which crystallization is observed is recorded.

3. The experiment is repeated several times at faster cooling rates (e.g., 0.25, 0.5, 0.75, and 1�C/min).

4. A graph is prepared plotting crystallization temperature as a function of cooling rate. This plot should be

linear; a linear fit will indicate the nucleation temperature at a 0�C/min cooling rate.

5. The supersaturation at the 0�C/min cooling rate is the metastable limit at this temperature. This limit is

often expressed as a temperature difference between the saturation temperature and the temperature

estimated at the 0�C/min cooling rate.

6. The experiment can be repeated at lower concentrations. It is best to get additional data at a concentration

near the isolation condition. If there is little difference in the metastable limit in supersaturation terms

relative to the high concentration point, additional data are not necessary.

7. It is recommended to perform duplicate experiments in the same and different equipment to understand

the potential error and variability associated with the measurement.

8. For screening purposes, the observed crystallization temperature at the lowest cooling rate (i.e.,

0.1–0.25�C/min) can be approximated as a 0�C/min cooling rate, and the metastable limit estimated from

a single measurement.

Nucleation induction time

method (this method

is applicable to all

crystallization types).

1. Saturated solutions of compound are prepared at conditions (temperature and composition) anticipated

to be near the starting point of the crystallization. A particle detection probe is inserted (e.g., turbidity or

Lasentec� FBRM�).

2. Supersaturation is generated by one of the followingmethods: (a) cooling the solution as rapidly as possible

to a temperature at which the solution is supersaturated; (b) adding nonsolvent to a solvent composition

at which the solution is supersaturated; (c) performing a partial reaction to generate supersaturation; or (d)

rapidly evaporating a fraction of the solvent.

3. After the rapid generation of supersaturation in step 2, the solution is held isothermally until a particle

detection device indicates that particles have formed. The time (i.e., nucleation induction time) to particle

formation is recorded.

4. The experiment is performed at multiple conditions (e.g., different temperatures, different amounts of

antisolvent added, different amounts of reactants used).

5. The nucleation induction time is plotted as a function of supersaturation. An asymptote will be observed.

The supersaturation value at this asymptote is the metastable limit.

6. It is recommended to perform duplicate experiments in the same and different equipment to understand

the potential error and variability associated with the measurement.
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EXAMPLE 13.4 ESTIMATION OF METASTABLE
ZONE WIDTH BY COOLING AND NUCLEATION

INDUCTION TIME METHODS

Compound A is to be crystallized through a cooling crys-

tallization in neat ethyl acetate. Compound B is to be

crystallized using the addition of n-heptane (antisolvent) to

a solution of tetrahydrofuran (THF, solvent). For Compound

A, the ‘‘cooling rate’’ method is applied, and for Compound

B, the nucleation induction timemethod is used. Here are the

data for both studies.

Compound A: A solution of compound A is saturated in

ethyl acetate at 65�C. The solubility follows a van’t Hoff

relationship, with AS¼�3269.2 and BS¼ 8.13 (Ssolute is in

units of g solute/g solvent). The solution is heated to 70�C,
and cooled at 0.25�C/min. The crystallization temperature,

recorded by turbidity, is 50.4�C. After crystallization, the
solution is reheated to 70�C to achieve dissolution, and

cooled at 0.5�C/min, with a crystallization temperature of

48.9�C. The procedure is repeated at 0.67�C/min and twice

at 1�C/min with crystallization temperatures of 47.3�C,
45.9�C, and 45.4�C, respectively. Estimate the metastable

limit of the compound. Report results as supersaturation in

units of g solute/g solvent.

Compound B: A solution of compound B is saturated in

THFat 20�C.To theTHF, different amounts of n-heptane (the

antisolvent) are added, and the time to crystallization is

noted. Relevant data are reported in Table 13.5. Estimate

the metastable limit and report as relative supersaturation.

Solution
Compound A: With the data provided, a plot can be made

of crystallization temperature as a function of cooling rate.

This data can be linearly fit and extrapolated to a 0�C/min

cooling rate, illustrated in Figure 13.14a. The extrapolation

predicts a crystallization temperature of approximately 52�C
at 0�C/min. Estimating the solubility at saturation (65�C) and
at a 0�C/min cooling rate (52�C) using equation 13.6 gives

Ssoluteð65�CÞ ¼ e

�3269:2
273:15þ 65

þ 8:13

¼ 0:215 g=g solvent

Ssoluteð52�CÞ ¼ e

�3269:2
273:15þ 52

þ 8:13

¼ 0:146 g=g solvent

Then the supersaturation can be calculated for the metastable

limit

s1 ¼ 0:215�0:146 ¼ 0:069 g=g solvent

s2 ¼ 0:215

0:146
¼ 1:47

Compound B: Induction time is plotted as a function of the

supersaturation ratio, Figure 13.14b, as calculated from the

data in Table 13.5. An asymptote is estimated from a power

law fit to the data, giving a superaturation ratio s2 of

approximately 5. As a result, the relative supersaturation

s3 is approximately 4.

Of the twomethods for estimating metastable zonewidth,

the nucleation induction time method is often the most

general, as it is broadly applicable to all crystallization

modes. In addition, the nucleation induction time method

TABLE 13.5 Nucleation Induction Time Data for

Compound B

Heptane

Volume

Fraction

Induction

Time (min)

Solute

Concentration

(g/g solvent)

Solubility

(g/g solvent)

0.055 180 0.104 0.0186

0.11 60 0.097 0.0097

0.22 15 0.085 0.0034

0.44 1 0.069 0.0009

FIGURE 13.14 Metastable zone width measurement using the

(a) cooling method for compound A and (b) nucleation induction

time method for Compound B. Details are included in

Example 13.4.
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gives an indication of the time window that is available to

allow the addition and growth of seed materials and mix

antisolvents/reactants with the main solution; as a result, it is

necessary in understanding the scale-up implications of

crystallizations that are described later in this chapter.

While the metastable limit is useful in understanding the

conditions under which primary nucleation occurs, the po-

tential for secondary nucleation must also be considered.

Secondary nucleation occurs through several mechanisms,

with the most commonmechanism being contact nucleation.

Contact nucleation is microattrition of crystals resulting in

small crystalline fragments (i.e., <10 mm) being present in

the slurry [21]. The rate of contact nucleation is influenced

by crystal–crystal, crystal–impeller, and crystal–wall colli-

sions. A common expression for contact nucleation is indi-

cated by equation 13.14:

B ¼ kNM
jNks1

b ð13:14Þ
where B is the nucleation rate (number per volume per time),

kN is the nucleation rate constant,M is the suspension density

in number (mass per volume), and N is the agitation rate

(a frequency or velocity). The variable b is the primary

nucleation order and j and k are secondary nucleation orders.

Secondary nucleation can occur either within or outside the

metastable limit. A simplified version of equation 13.14

( j and k¼ 0) is used to represent primary nucleation kinetics.

A thorough treatment of nucleation is provided byKashchiev

in Ref. 22.

13.4.2 Growth Kinetics

Crystal growth theory and mechanisms have been well

described [1–3]. For the practicing engineer working on

design and scale-up issues, this discussion is simplified

below into the content that is typically required to analyze

commonly used pharmaceutical crystallization modes.

Like nucleation, crystal growth is driven by a supersat-

uration driving force, with equation 13.15 illustrating a

commonly used rate expression:

dm

dt
¼ kGMAcs

g
1: ð13:15Þ

In the equation above, kGM is a temperature dependent

growth rate constant,Ac is the surface area of crystals present

in solution, g is the order of growth, andm is the mass of the

solid solute. Equation 13.15 is a semiempirical equation

merging the serial processes of diffusion of solute to the

surface of a crystal and surface integration of solute onto

the crystal. Therefore, the parameters kGM and gmay also be

functions of mixing, as discussed in 13.6. Growth occurs

either on material that has already been generated by nucle-

ation or on material that has been purposefully added to the

solution. Purposefully added material is referred to as

‘‘seed.’’ Seeding is frequently employed in pharmaceutical

crystallization processes to control crystalline form and

physical properties, especially particle size. Seed material

may be prepared from an alternative processingmethod, such

as milling, or may be taken from one batch of material and

added to a subsequent batch.

If a system exhibits growth as the primary mechanism for

crystal mass formation, the amount and size of seed added

control the particle size of the product. A common expression

used to interpret the relationship of seed amount to particle

size for batch or semi-batch crystallizations is expressed by

the proportionality shown below:

ms

mp

/ ds

dp

� �n

ð13:16Þ

In the proportionality, ms represents the mass of seed, mp

represents the mass of product, and ds and dp represent sizes

of the seed and product, respectively. Typically, d50 or d90
values from laser light diffraction measurement or sieve

measurement are used for the size terms. The exponent term

n is related to the habit of the crystal. For a perfectly spherical

crystal, the exponent n would be equal to 3 and the propor-

tionality would be an equality. In practice, the relationship

between seed amount and particle size at the end of the

crystallization is obtained by an empirical regression of the

seed response curve (prepared by running the process at

several seed loading (i.e., ms/mp) values and trending versus

product size for several seed sizes). The preparation of seed

response curves and subsequent analysis are listed in

Table 13.6.

After regression of the seed response curve, the amount

and size of seed required to deliver a desired particle size can

be interpolated from the resultant correlations. When con-

ducting these experiments, it is important that supersatura-

tions remain well within the metastable limit, so that growth

is the dominant mechanism. An example of a seed response

curve is illustrated in Figure 13.15.

In performing seed response curve experiments, the ki-

netics of crystal growth can also be measured. Growth

kinetics are valuable in crystallization design, as they can

be used to determine the required rates of cooling, antisolvent

addition, distillation, or reagent addition for the correspond-

ing crystallization mode. Many methods for the determina-

tion of crystal growth kinetics can be used. A useful method

in batch systems is through the measurement of solute

concentration as a function of time following the addition

of seed to a supersaturated solution. Varying the seed amount

changes the ‘‘area’’ term in equation 13.15, allowing the

determination of the growth rate constant. The area term is

often indicated using a ‘‘specific surface area’’ measurement

determined through nitrogen adsorption methods, or by

understanding the size distribution of a material and the

shape factor through which area of a material can be related

to its mass or characteristic length. Measurement of the
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growth rate constant as a function of temperature enables a

growth model over the entire path of a crystallization.

Figure 13.16 displays a typical crystal growth kinetic

experiment and associated data fit. For this particular case,

an online method (measurement of concentration by reflec-

tance infrared spectroscopy) was used to measure solute

concentration. The solute concentration data was used to

calculate supersaturation at each time point. The initial

conditions for the solution of equation 13.15 were t¼ 0,

C¼ 0.094 g solute/g solvent, with the solubility at the exper-

imental temperature (70�C) being 0.074 g solute/g solvent

(1 L of solvent used with a density of 800 kg/m3). A growth

rate order of 1 was assumed. The data was adequately fit

through numerical integration using a simple finite differ-

ences method and a sum of square residual minimization to

estimate a value for kGM �Ac of 1.6� 10�6m3/s. With a seed

area of 0.116m2, kGM¼ 1.4� 10�5m/s. Due to the relatively

small change inmass over the experiment, thevalue ofAcwas

approximated to be constant during this experiment. A more

rigorous solution would relate mass change to area change

through the use of a shape factor and a characteristic seed

length, or alternatively an initial rates method would be used

with a constant area approximation. Crystallization growth

rate orders are often low,with values between 0.5 and 1. In the

experience of the authors, a large number of pharmaceutical

systems aremodeled adequately when assuming first order in

supersaturation (i.e., g¼ 1).

13.4.3 Controlling and Determining

Crystallization Mechanisms

Figure 13.17 summarizes the kinetic discussions above by

displayingregionsofconcentration inwhichdifferentmechan-

isms are likely to occur for either cooling or nonsolvent

crystallizations. To maximize the opportunity for crystal

growth, operation in close proximity to the solubility is pre-

ferred. The nearer the solution concentration is to the meta-

stable limit, the higher the likelihood of secondary nucleation,

with primary nucleation possible at concentrations beyond the

metastable limit. The principles in Figure 13.17 are also

applicable to evaporative and reactive crystallizations, but in

these situations supersaturation is typically generated by

changes in concentration rather than solubility.
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FIGURE 13.15 Typical seed response curve plot. Seed 1 in this case has a d90 value of 6.1 mm and

a d50 of 2.2 mm, while Seed 2 has a d90 of 11.5 mm and a d50 of 4.4 mm. Both d90 and d50 values exhibit

the anticipated response.

TABLE 13.6 Method forGeneration of SeedResponseCurves

Step Description of Step

1 Two to three different types of seed are generated. These may

be generated by the following methods: (1) taking existing

crystals from the as-is crystallization; (2) taking prepared

crystals and performing a particle size reduction step, such

as milling, micronization, or sonication (can also be done

using a mortar and pestle or a blender); (3) crystallizing

material in a different way (e.g., use of other solvents or

other modes of crystallization). Each material is measured

for particle size by an appropriate technique. The seed

loading and seed sizes employed should vary by at least 1

order of magnitude

2 At least three experiments are performed with each seed at

different seed loadings. The experiments are performed by

seedingwithin themetastable limit allowing the solution to

fully desupersaturate. For the remainder of the crystalli-

zation, supersaturation is generated very slowly until the

crystallization has reached its completion (i.e., slow

cooling rate or antisolvent addition rate). Supersaturation

and particle size are monitored to ensure that the mech-

anism is growth throughout the crystallization

3 The product is isolated and weighed, giving the exactms/mp

value. The product is then measured for particle size

4 A seed response curve plots the size of the product versus the

seed loading for each different seed size. The particle size

as a function of seed loading can be fit through a variety of

empirical functions
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Crystallization mechanisms are inferred from experimen-

tal data, especiallymicroscopy and solute concentration data.

From a design perspective, conditions are sought that provide

the balance of mechanisms required to deliver the objectives

of the crystallization. In Figure 13.18, successive micro-

graphs are taken after seeding a pharmaceutical product

within the metastable zone. As observed in the figure, the

seed materials grow successively larger over time, with no

new ‘‘fine’’ crystals observed. This is the type of behavior

representative of a growth dominated system and indicates

that the crystallization is operating sufficiently close to the

solubility curve to minimize secondary nucleation [23].

In Figure 13.19, micrographs are overlaid with solute

concentration data for a system that exhibits both growth and

secondary nucleation. The solution was supersaturated with-

in the metastable limit before adding seeds. Some crystal

growth is observed immediately after seeding. After a growth

periodwhere seedmaterial has clearly been enlarged through

growth, a change is seen in the slope of the solute concen-

tration curve, indicating a mechanism change from growth to

nucleation. Upon further desupersaturation, the crystals have

not grown larger and the habit has slightly changed from a

columnar habit to more of a thin plate habit while maintain-

ing the same crystalline form. The change in the rate of

desupersaturation combined with the change in crystal habit

and the lack of crystal enlargement are clear evidence of

secondary nucleation.

Of particular use in mechanism detection are process

analytical instruments that detect particulate matter, such as

in-line microscopy or Lasentec� focused beam reflectance

measurement (FBRM�). Overviews of the utility of FBRM�

in crystallization mechanism inference can be found in other

references [24].

When considering a design for a crystallization that favors

growth, a recommended starting point for a design is to

seed at a solution concentration no more than midway

between the solubility curve and the metastable limit, and
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Details are provided in the text. A finite differences approach was used to solve for the growth rate

constant, kGM¼ 1.4� 10�5m/s, with seed surface area Ac¼ 0.116m2 and solvent volume

Vsolvent¼ 1L.
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tomaintain thisminimumproximity to the solubility curve for

the remainder of the crystallization process. Initial experi-

ments are performed using microscopy, concentration, and

online particle detection methods to ensure the selected

conditions are indeed producing the desired mechanism.

Conditions are then verified at larger scale to ensure that

changes in mixing or equipment geometry and materials of

construction have not altered the mechanistic behavior. Acic-

ular habits, inparticular, are highlyprone to contact nucleation

as they can easily be broken. Changes in scale can change the

rate of secondary nucleation due to changes in agitation.

In addition to growth and nucleation, oiling, aggregation,

and agglomeration are also potential phenomena in crystal-

lization. In the case of oiling, supersaturation is typically in

great excess of the metastable limit, or the solution is

sufficiently concentrated with nucleation inhibiting impuri-

ties. As a result the solute forms a liquid phase consisting of

a solvent–solute concentrate rather than a stable crystalline

form. Oils are metastable and may crystallize spontaneously

with sufficient holding times. Oiling is often prevented

through seeding or by nucleation at low supersaturation; if

this approach is unsuccessful, impuritiesmust be individually

FIGURE 13.19 A crystallization experiment exhibiting both growth and secondary nucleation

mechanisms. Initially, seeds grow as indicated by the presence of large crystals shortly after seeding.

With additional time, a change in slope during desupersaturation is observed, indicating a change in

mechanisms to secondary nucleation.

FIGURE 13.18 Illustration of crystal growth mechanism observed by optical microscopy. The

process is seeded at time 0 and held isothermally for 282.5min. Fine particles disappear as coarse

particles appear,which grow larger throughout the duration of the experimentwith no evidence offines

reappearance [18].
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investigated for their inhibition of nucleation and growth,

with the problematic impurity removed by alternative

means.

Aggregation occurs when two crystals collide in solution

and adhere to each other through favorable surface-surface

interactions. Once an aggregate forms, it can either be

‘‘deaggregated’’ with crystals regaining their individual

identity (this typically occurs through fluid shear), or the

crystals may fuse together due to growth which links the two

surfaces. When crystals fuse together, the result is called an

agglomerate. Aggregation is often severe in processes in

which nucleation occurs at high supersaturations, and is

common for acicular habits or for crystals with high specific

surface areas. Severe aggregation is often manifested as an

immobile slurry that does not mix well and under certain

conditions can form ‘‘shelves’’ of solid material on internal

reactor equipment. As aggregation and agglomeration can

affect processability, physical properties and mixing scale-

up, the approach is often taken tominimize supersaturation to

reduce the driving force for aggregate and agglomerate

formation. When formed, agglomerates often cause bimodal

size distributions and batch-to-batch variability in products.

Because agglomeration is difficult to scale-up and control, it

is often avoided as a selected mechanism.

In certain instances, aggregation or agglomeration are

purposefully attempted to prepare a material that behaves

like a small particle from a pharmaceutics perspective (e.g.,

rapid dissolution in a dosage form) but behaves like a larger

particle from a manufacturability perspective (e.g., short

filtration times). Examples of the favorable use of aggregates

or agglomerates include spherical crystallizations [25].

The design of a spherical crystallization process is highly

dependent on the properties of a molecule, and often must be

established on a trial and error basis.

13.5 UNDERSTANDING CRYSTALLIZATION

RATE PROCESSES: THE APPLICATION OF

SOLUBILITY AND KINETICS DATA TO
CRYSTALLIZATION MODES

The kinetic and thermodynamic principles described in the

previous sections can be applied to common crystallization

modes to complete a design. For most situations, it is

recommended to pursue a design where growth is the dom-

inant mechanism, as such processes are simpler to reproduc-

ibly scale-up from a heat and mass transfer perspective. To

enable a growth basis for design, seeding is employed to

provide the initial area required for growth. This is especially

the case for active ingredients where control of particle size

and crystalline form are key objectives. When tight control

over physical properties is less of an issue, a preferred design

approach may be to nucleate at a consistent, small supersat-

uration (i.e., just outside of the metastable limit), and then

grow the nuclei at a supersaturation within the metastable

limit.

These two design methods are illustrated in Figure 13.20

for common crystallizationmodes. In Figure 13.20b, d, and f,

the crystallization is seeded within the metastable limit and

supersaturation is maintained within the metastable limit

until the crystallization has completed. This approach pro-

vides the best opportunity to maximize the potential for

crystal growth. In Figure 13.20a, c, and e, nucleation is

induced by increasing the supersaturation beyond the

metastable limit, but supersaturation is then controlled to

ensure that the rest of the crystallization occurs close to the

solubility line.

A common error in crystallization design and scale-up is

thegenerationof supersaturation to levelswhere nucleation is

a dominant mechanism. This is caused by a lack of under-

standing of the timescales over which controlling process

parameters need to be changed. This section addresses simple

approaches to estimating the timescales for the controlling

parameters in each major crystallization mode:

. Rate of temperature change (cooling crystallizations)

. Rate of addition of antisolvent (antisolvent

crystallizations)

. Rate of reaction through control of temperature or

addition of reactants (reactive crystallizations)

. Rate of solvent removal (evaporative crystallizations)

Only simple methods for the estimation of timescales

and rate processes for batch or semi-batch crystallizations

are described. There are many published examples of more

rigorous approaches to solving similar problems, particularly

thework of the Bratz [26] and Rawlings [27] research groups,

which are recommended for further study. In particular, more

detailed modeling approaches using partial differential equa-

tions and the method of moments as a solution of the

population balance equation are encouraged. More detailed

information regarding the use of population balances tomodel

crystallization processes is provided in the literature [28].

13.5.1 Cooling Crystallization

Seeded, cooling crystallizations represent perhaps the sim-

plest design approach for achieving consistent crystalliza-

tions while minimizing scale-up challenges. The design

challenge is to balance the crystal growth rate with the rate

of supersaturation generation. In order to understand the

required rate of change of temperature to meet this objective,

a knowledge of crystal growth kinetics for the seed material

is required (Figure 13.16).

To estimate the rate of temperature change for a cooling

crystallization design, the crystal growth rate is balanced

with the rate of supersaturation generation through cooling
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FIGURE 13.20 Frequently used crystallization design modes in pharmaceutical processes. (a) and

(b) represent cooling crystallizations, (c) and (d) represent crystallizations induced by antisolvent

addition, and (e) and (f) represent both reactive and evaporative crystallizations, which can be similar

in terms of behavior. (a), (c), and (e) represent situations where initial crystal mass is generated by

primary nucleation, with growth occurring after the nucleation event through controlled generation of

supersaturation. The amount of nucleation is dependent on how much supersaturation is generated

prior to crystallization. (b), (d), and (f) represent seeded crystallizations, where seed is added in the

metastable zone. In each plot, [1] represents the starting point of the crystallization, where all material

is dissolved [2] represents the point at which crystallizationmass is first generated, either by seeding or

by nucleation. The highest number on each plot represents the point at which the crystallization is

complete.
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such that the process remains within the metastable limit and

near the solubility line. A simple approach to achieving this

is through the evaluation of equation 13.17, where the growth

rate is expressed both in terms of the solid phase (dm/dt)

and the solution phase (VsolventðdCsolute=dtÞ), and the solution
phase concentration is constrained to a constant supersatu-

ration, s1:

dm

dt
¼�Vsolvent

dCsolute

dt
¼ kGMAcs

g
1 ffi�Vsolvent

DCsolute

DT

DT

Dt

whereCsolute ¼ Ssoluteþs1 ands1 is constant during cooling

ð13:17Þ
Through knowledge of the metastable limit and nucleation

induction times, a supersaturation is first selected at which

the material is desired to grow. Typically, this is a concen-

tration within the metastable limit and close to the solubility

line. The exact value selected is dependent on the com-

pound and its propensity for secondary nucleation within

the metastable limit. Care must be taken to not dissolve seed

material due to process variability. For instance, if a solution

is saturated at 70�C, and the selected seeding temperature is

at 68.5�C, but the temperature probe has an error of 2�C and

the solvent charge has an error of 1%, the seeds may

dissolve. A commonly employed seeding method involves

seeding at a supersaturation within the metastable limit

but at a level where the typical processing errors that can

cause seed dissolution are highly improbable. After seed

growth desupersaturates the solution to an acceptable level,

further supersaturation generation can be achieved through

cooling.

Equation 13.17 and its variations can be solved with

simple numerical solutions to determine both the time re-

quired for seed to desupersaturate a solution through growth

and the cooling rates after the initial desupersaturation. This

is illustrated in Example 13.5.

EXAMPLE 13.5

A cooling crystallization is being planned for an API in 1 L

of solvent. The solubility (g solute/g solvent) of the com-

pound in question can be modeled using a simple van’t Hoff

expression with AS¼�3773.0 and BS¼ 8.3930. The starting

concentration for the crystallization is 0.0952 g solute/g sol-

vent, and the density of the solvent is 800 kg/m3. A seeding

temperature of 70�C is selected with the same area of seed as

used in the kinetics experiment illustrated in Figure 13.16

(0.116m2). After the solution has reached a supersaturation

s1¼ 0.002 g solute/g solvent, the solution is cooled to 0�C at

a constant supersaturation (0.002 g solute/g solvent). Using

the kinetic constant and seed area from Figure 13.16, and

assuming that kGM �Ac is constant throughout the crystalli-

zation, answer the following questions:

1. What is the amount of time required for the seed to

desupersaturate the solution to a supersaturation s1
¼ 0.002 g/g solvent at the seeding temperature, 70�C?

2. What is theminimum time it will take to cool the slurry

to 0�C, maintaining a supersaturation s1¼ 0.002 g/g

solvent throughout the crystallization?

Solution
The first question can be answered using a simple finite

differences solution to equation 13.17:

dm

dt
¼ �Vsolvent

dCsolute

dt

¼ kGMAcs
g
1 YDCsolute ¼ � kGMAcs

g
1

Vsolvent

�Dt

The van’t Hoff relationship for solubility, equation 13.6,

is used to calculate the saturation concentration of the

compound at 70�C:

Ssoluteð70�CÞ ¼ e
AS

T
þBS ¼ e

�3773:0
70þ 273:15þ 8:3930

¼ 0:0741 g=g solvent

This allows a calculation of supersaturation at the seed

addition, time 0:

s1ð0Þ ¼ 0:0952�0:0741 ¼ 0:0211 g=g solvent

And the corresponding finite change in concentration at

time 0, picking a suitable time step, here 1min for illustration

purposes:

DCsoluteð0 minÞ ¼ � kGMAc

Vsolvent

� sg
1 �Dt

¼ � 1:40� 10�5 m=s � 0:116 m2

1:00� 10�3 m3

�ð0:0211 g solute=g solventÞ1 � 60 s
DCsoluteð0 minÞ ¼ �0:0021 g=g solvent

Then the concentration, supersaturation, and change in

concentration at time 1min can be calculated:

Csoluteð1 minÞ ¼ 0:0952�0:002 ¼ 0:0930 g solute=g solvent

s1ð1 minÞ ¼ 0:0930�0:0741 ¼ 0:0189 g solute=g solvent

DCsoluteð1 minÞ ¼ � 1:40� 10�5 m=s � 0:116 m2

1:00� 10�3 m3

�ð0:0189 g solute=g solventÞ1 � 60 s
¼ �0:00184 g solute=g solvent

This sequence can be continued until reaching the desired

supersaturation, s1¼ 0.002 g/g solvent. This would most
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easily be completed in a spreadsheet, and smaller time steps

would improve accuracy. The solution to this is illustrated in

Figure 13.21a and the time required is approximately 24min

using a 0.2min time step.

For the second question, the challenge is to crystallize at a

constant supersaturation that constrains the growth rate to a

constant value for the entire crystallization. Starting from the

end of the last example, a finite differences approach is again

applied. Using the starting point as a concentration of

0.0761 g/g solvent, and a constant growth rate as defined by

kGM �Ac � s1, the temperature is stepped in suitable DT in-

crements to the end temperature, 0�C. The solubility is then

calculated at each DT increment, and the supersaturation is

added to the solubility at the DT increment to give the

solution concentration at this time point, and a DCsolute from

one temperature to the next. The time, Dt, is calculated for

eachDT interval by dividingDCsolute by kGM �Ac � s1/Vsolvent.

The time at each temperature is estimated by cumulatively

adding the Dt values. This is illustrated below where

DT¼ 1.0�C:

T1 ¼ 70�C; Ssoluteð70�CÞ ¼ e
AS

T
þBS

¼ e
�3773:0

70þ 273:15þ 8:3930 ¼ 0:0741 g solute=g solvent

Csolute T1 ¼ Ssolute T1 þ s1 ¼ 0:0741þ 0:002

¼ 0:0761 g solute=g solvent

FIGURE 13.21 Calculated crystallization timescales and rate changes for a cooling crystallization

(a) and (b) and an antisolvent addition (c) and (d). The cooling crystallization is described by

Example 13.5, and the antisolvent example is described in the text. For (a) and (b), kGM �Ac¼
constant¼ 1.6� 10�6m3/s and Ac¼ 0.116m2. The solubility was represented by a simple van’t Hoff

correlation with A¼�3773.0 and B¼ 8.390, and the solvent volumewas 1 L. Seeding was performed

at 70�C, with the criteria that a supersaturation, s1, of 0.002 g/g solvent be reached during isothermal

seed growth (a), and with that value maintained during cooling (b). For (c) and (d), kGM �Ac¼
constant¼ 1� 10�5m3/s, with Ac¼ 0.71m2. The initial volume of methanol was 6 L, with 0.15 L

water added to supersaturate. Seedwas isothermally grown until a supersaturation of 0.004 g/g solvent

was achieved (c), and then the balance of water, 4.1 L, was added isothermally while maintaining this

supersaturation (d).
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T2 ¼ 69�C; Ssoluteð69�CÞ ¼ e
AS

T
þBS

¼ e
�3773:0

69þ 273:15þ 8:3930 ¼ 0:0718 g solute=g solvent

Csolute T2 ¼ Ssolute T2 þ s1 ¼ 0:0718 þ 0:002

¼ 0:0738 g solute=g solvent

Dt1 ¼ ½Csolute T1�Csolute T2 �
kGMAcs1

Vsolvent

¼ ð0:0761�0:0738Þg solute=g solvent
1:40� 10�5 m=s �0:116m2 �0:002g solute=g solvent
�1:00� 10�3m3 ¼ 722s

For each subsequent temperature interval, a new time

interval is then calculated in a similar manner and time is

cumulatively added until the end crystallization temperature,

0�C, is reached.
From this analysis a plot of T versus t can be produced.

The total calculated crystallization time is approximately

355min, with the profile shown in Figure 13.21b. As

observed in Figure 13.21b, the rate of temperature change

increases at lower temperatures. This is because the solu-

bility rate of change at high temperatures is greater than at

low temperatures. Because of the constant kGM �Ac assump-

tion, this time is a conservative estimate. A more rigorous

solution would update Ac as a function of the change in

crystal mass, m, through the use of shape factors that relate

the area of a crystal to its volume and a characteristic

length.

In the event that seeding is not practical (e.g., for the

crystallization of intermediates) an alternative approach is to

cool to a temperature outside of themetastable limit, nucleate

at a selected supersaturation, and then control the subsequent

cooling in order to maximize crystal growth. The same

methodology shown in Example 13.5 is applicable for the

subsequent growth phase, except that the nucleated material

must have an estimated area in order to apply a growth kinetic

model.

An often used methodology in cooling crystallizations is

the performance of a ‘‘ripening’’ step to increase particle size

and improve downstream unit operations (e.g., isolation).

Ripening involves reheating a slurry to partially dissolve

some of the crystal mass (typically at least 10% of solids

remain undissolved) and then recooling to promote growth

on the remaining crystals (fines will typically dissolve first as

dissolution rate is proportional to the surface area to volume

ratio of a particle [6]). Ripening is frequently employedwhen

nucleation is a significant mechanism due to slow crystal

growth rates, and is a way to provide a large area for growth

without initially adding large amounts of seed material

(i.e., >10%).

13.5.2 Antisolvent Crystallization

The rate of antisolvent addition tomaximize growth potential

can be calculated through a similar approach to that described

for a cooling crystallization. In this case, the volume is not

constant but varies over time, resulting in equation 13.18:

dm

dt
¼ � dfðVsolventþVantisolventÞCsoluteg

dt
¼ kGMAcs

g
1

where Csolute ¼ Ssoluteþ s1 during antisolventaddition

ð13:18Þ
To maintain the equality in equation 13.18, the antisolvent

addition ratewill often be slow initially andwill increase near

the end of the crystallization. However, the addition rate

profile is highly dependent on the shape of the solubility

curve [29].Aswith a cooling crystallization, the first step is to

add antisolvent to generate a supersaturation within the

metastable limit, and then calculate the time needed to

desupersaturate for a given seed load. This is accomplished

through a numerical solution of equation 13.18, knowing

kGM �Ac, the temperature, and the composition (the solution

is similar to the first question in Example 13.5).

After desupersaturating the solution through seed growth

at a constant composition, the next step is to calculate the rate

of antisolvent addition. This can be achieved through a

numerical integration of equation 13.18. It is first necessary

to select a supersaturation appropriate to maintain crystal

growth usingmetastable limit data. A simple finite difference

approach involves starting at this supersaturation, s1, and
calculating the growth rate, kGM �Ac � sg

1. The volume is then

incremented in small intervals, with the change in solute

mass (Dmsolute) calculated over each volume interval (Vnþ 1

�Vn) through the difference of the solubility times the mass

of solvent across the volume interval:

Dmsolute ¼�fðVsolventþVantisovlentnþ 1
Þ � Santisolventnþ 1

�ðVsolventþVantisovlentnÞ � Santisolventng
The time required for each added increment of antisolvent,

Dt, is calculated by dividing the change in solute mass by the

calculated growth rate.

The results of antisolvent crystallization calculations are

shown in Figure 13.21c and d for a system in which water is

added to a methanol solution containing an API, assuming

that kGM �Ac is constant over the entire crystallization (i.e.,

1.0� 10�5m3/s) with a growth order of 1. For this particular

scenario, the solvent is methanol and the antisolvent is water,

and the solvents are assumed to mix ideally. The solubility

of the binary system is described by an exponential function,

Ssolute¼ 0.22 exp(�12.04wwater) g solute/g solvent, where

wwater is the water volume fraction. Initially, 1 kg of material

is dissolved in 6 L of methanol, and 0.15 L of water is added

to generate supersaturation at 20�C. The solution is then

seeded and held until a supersaturation of 0.004 g/g solvent is
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achieved. Antisolvent is then added at a rate such that this

supersaturation ismaintained to achieve a total added volume

of 4.25 L. The result is a seed hold time of approximately

24min and a total addition time of approximately 317min.

The shape of the addition curve mirrors the solubility as a

function of water volume fraction. As with the cooling

crystallization, nucleation can also be used to initiate the

crystallization, with growth rates calculated after estimating

the area generated in the nucleation step.

13.5.3 Reactive Crystallization

In most cases, reactive crystallizations are of interest when

the product of the reaction is sparingly soluble and the

crystallization rate is slow compared with the reaction rate.

For these systems, the challenge is to match the rate of

product generation with the rate of crystal growth so that

excess supersaturation is not generated. For a simple bimo-

lecular reaction, where {A þ B ! Product}, the following

rate balance can be written:

dmproduct

dt
¼ MWproductkreaction A½ � B½ �Vsolvent ¼ kGMAcs

g
1

ð13:19Þ
The rate of reaction for many pharmaceutical applications

can be controlled by the rate of addition of reactant, resulting

in the volume (Vsolvent) being a function of addition rate and

time. In the simplest instance, the reactant of interest is an

ionizable compound that forms a salt with the pharmaceu-

tical molecule, with the molecule then having a negligible

solubility in the solvent (typically a solvent with low polar-

ity). In this situation, the rate of reaction is essentially

instantaneous with the addition of the reactant (B), and the

left hand side of equation 13.19 becomes

dmproduct

dt
¼ � d½VB;fCB;f �

dt

MWproduct

MWB

where f represents the feed solution in which reactant B is

contained. This solution is similar to that shown for anti-

solvent crystallization.

An example of a common pharmaceutical synthesis re-

action is shown in Figure 13.22. This is a ‘‘Boc’’ deprotection

reaction with an acid reactant. Upon deprotection, the resul-

tant species is able to form a salt, which has limited solubility

in the reaction solvent. A numerical solution to equa-

tion 13.19 is illustrated in Figure 13.23a for this example,

which shows that the concentration of B must increase as a

function of time to maintain constant supersaturation. This

increase is required to maintain a constant reaction rate with

[A] that is decreasing due to consumption. Conditions used

are provided in Figure 13.23a.

A common problem in reactive crystallization is the

presence of impurities in the final product at levels higher

than predicted from solubility data. This can occur for two

reasons. First, the impurity may be structurally similar to the

desired molecule, and thus able to form some of the same

bonding arrangements in the lattice. As a result, the impurity

is integrated into the crystal. For reactive crystallizations, the

reactant molecule is often similar in structure to the desired

product, so integration is a distinct possibility. The second

cause is referred to as inclusion, and occurs due to crystal-

lization liquors being trapped into the crystal lattice as it

forms or grows. Inclusion is more prone to occur when

liquors are highly viscous or when crystal formation and

growth kinetics are rapid. If impurities that are soluble in a

wash solvent are not able to be effectively washed from

surfaces, either inclusion or integration is the likely cause.

13.5.4 Evaporative Crystallization

In evaporative crystallization, the solubility is constant, so

the rate of supersaturation generation is proportional to the

rate of solvent mass removal (dmsolvent/dt)

dm

dt
¼ Ssolute

dmsolvent

dt
ffi Ssolute

U �AvesselðTj�TrÞ
DHv

¼ kGMAcs
g
1

ð13:20Þ

In equation 13.20,U is the overall heat transfer coefficient of

a batch reactor,Avessel is the heat transfer area, andDHv is the

heat of vaporation of the solvent. The heat of crystallization is

not included as it is often negligible relative to the heat

transferred through vessel walls for batch crystallizations.

A constant evaporation rate is necessary to maintain a

constant crystal growth rate at a constant supersaturation

and the evaporation rate is balanced with the crystal growth

rate. The controlling variable in the determination of the

evaporation rate is the jacket temperature of the reactor, Tj.

As the volume decreases in the reactor, the effective heat

transfer area decreases, thereby changing the temperature

required on the jacket to maintain the constant evaporation

rate. A sample calculation for Tj estimation during an evap-

orative crystallization is illustrated in Figure 13.23b. In

practice, the Tj values shown in Figure 13.23b toward the
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ON O
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N
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MW: 560
MW: 632

+ + +

MW: 172
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A B Product

FIGURE 13.22 Reaction scheme as an example of a reactive API

crystallization process.
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end of the crystallizationwould not be used out of concern for

material degradation. As a result, the crystallization would

simply have a maximum allowed jacket temperature and

proceed at a slower rate.

13.5.5 Continuous Crystallization

Continuous crystallization, though not historically used in

pharmaceutical processing due to low production volumes

and a batchmanufacturing infrastructure, has recently gained

attention as a way to reduce batch-to-batch variability and

minimize solvent waste. A common ‘‘model’’ used for a

continuous crystallizer is the mixed suspension, mixed prod-

uct removal crystallizer, in which the same number of

crystals entering the system leaves the system simultaneous-

ly. The crystals that leave the system will have grown

commensurate with the growth rate, or nucleated if the

system is sufficiently supersaturated. If, similar to the anal-

ysis above, the system is seeded immediately prior to

entering the crystallizer, the resulting crystal growth can

idealistically be modeled by the following combination of

equations. Equation 13.21 relates crystal mass with its

characteristic length [30]:

m ¼ aL3rM ð13:21Þ
where L is the characteristic crystal length, a is a propor-

tionality constant relating the volume of a crystal to its

characteristic length, and rM is density of the crystal. Dif-

ferentiating equation 13.21 and utilizing the growth rate

structure introduced in equation 13.15, equation 13.22 pro-

vides a highly idealized approach to determine the growth of

crystals:

dm

dt
¼ 3aL2rM

dL

dt
¼ kGMAcs

g
1 ð13:22Þ

Then over the average residence time of a particle in a

continuous crystallizer, the growth can be approximatedwith

equation 13.23:

DL ¼ kGMAcs
g
1

3aL2rM
t ð13:23Þ

where t is the mean residence time of a particle in the

crystallizer, s1 represents the average supersaturation in the

vessel, and DL represents the average change in the charac-

teristic length for the particles across the vessel.

13.5.6 Statistical Experimental Design Methods

Factorial experimental designs have rightfully gathered sub-

stantial support recently in the pharmaceutical development

field. As illustrated by the methodology provided for solu-

bility measurement, seed response curve generation, and

crystal growth rate estimation, a semi-empirical,mechanistic-

based approach to crystallization design is preferred over a

factorial design approach, due to the likelihood of crystalli-

zation mechanism change across wide experimental designs.

Factorial designs are usefully applied to the robustness

evaluation of process factors such as input quality, seed

amount, and temperature variations. In robustness studies,

FIGURE 13.23 Examples illustrating constant supersaturation

control for (a) reagent addition for a reactive crystallization and

(b) jacket temperature for an evaporative crystallization. The reac-

tion for (a) is shown in Figure 13.22, run isothermally at 55�C
(Ea¼ 70.9 kJ/mol,Apreexp¼ 2.1� 1010 L/mol s). Starting amount of

compound A is 1 kg in 5 L solvent. Initially, the reaction was run to

approximately 5% completion, through an addition of 5mol%

compound B, and a product concentration of 0.004 g/g solvent was

achieved after seeding and seed growth. The balance of B was then

added in a feed solution with a concentration of 0.336mol/L.

Compound B was added such that a supersaturation of 0.004 g/g

solvent was maintained. kGM �Ac¼ constant¼ 9.8� 10�6m3/s. For

(b), the solvent was distilled from 1500 to 100L; kGM �Ac¼ con-

stant¼ 2.9� 10�4m3/s. The vessel has a linear correlation between

surface area and volume Avessel (m
2)¼ 0.00322Vsolvent þ 0.53. The

overall heat transfer coefficient was 340W/m2K, the solvent was

methanol, and the supersaturation upon seeding was 0.005 g/g sol-

vent; this was maintained throughout the crystallization.
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these variables are changed over intervals where the crystal-

lization mechanism is likely to remain the same as the

base design condition, so that the variance of a response to

common scale-up perturbations can be well understood.

13.6 BATCH CRYSTALLIZATION SCALE-UP

In order to select appropriate scale-up parameters, crystal-

lization scale-up involves understanding a system’s relative

sensitivities to heat and/or mass transfer [31]. Batch opera-

tion is the standard for much of the pharmaceutical industry,

therefore stirred-tank reactors are the most commonly avail-

able equipment for crystallizations. Reactors are offered by

many manufacturers and in several configurations. While

they may be purpose-built for a process, they are usually

built as multiuse reactors to offer the most flexibility for

production. There are two common vessel designs for mul-

tipurpose batch reactors—both utilizing a cylindrical tank

but having either a dish or conical bottom, as illustrated in

Figure 13.24. Agitation designs, including impellers and

baffles, vary widely. Independent of the reactor design, the

two primary considerations for crystallization equipment

scale-up are heat transfer and mixing.

13.6.1 Heat Transfer Considerations

Heat transfer for reactors is usually achieved by circulating

heat transfer fluid (e.g., water, steam, or silicon-based fluids)

through an external jacket or heating coils (Figure 13.25).

External jackets are the most common for the multiuse

reactors typically encountered, and for conventional vessel

designs the reduced heating surface area to volume ratio on

scale-up significantly reduces the heat transfer capacity, as

illustrated by Example 13.6.

EXAMPLE 13.6 HEAT TRANSFER AREA

Approximate the relationship between the heat transfer area

to volume ratio and the vessel radius, assuming the vessel is

externally jacketed and cylindrical.

External jacket Internal heating coilsExternal heating coils

FIGURE 13.25 Schematics of common vessel heating arrangements.

Jacket

Agitator motor

Baffles

Bottom valve

Impellers

FIGURE 13.24 Schematics of typical vessel designs.
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Solution
The surface area of a cylinder is described by equation 13.24,

neglecting the bottom surface:

SA ¼ 2prh ð13:24Þ
The volume of a cylinder can be defined by equation 13.25:

V ¼ pr2h ð13:25Þ
As a result, the surface area to volume ratio for a cylinder is

described by equation 13.26:

SA

V
¼ 2prh

pr2h
/ 1

r
ð13:26Þ

Generally, the surface area to volume ratio for vessels is

proportional to the inverse of the vessel radius.

The obvious impact of an increase in scale is a slower rate

for heating or cooling steps relative to small vessels, assum-

ing similar overall heat transfer coefficients and (Tj� Tr)

values. This must be taken into account when designing

crystallizations in the laboratory, so that unrealistic heating

or cooling rates are not specified. For any specified cooling

rate, the temperature difference (DT) between the vessel

jacket and its contents (Tj� Tr) will increase with vessel

size to match the heating or cooling times specified in the

small-scale design. One effect of this larger Tj� Tr is that

during cooling, the wall temperature can be much lower than

experienced in the laboratory equipment, potentially leading

to nucleation near the wall at lower bulk temperatures than

expected. Conversely, during heating the wall can be much

hotter at large scale than small scale. Solids attached to vessel

walls will often be exposed to higher temperatures as a result,

possibly affecting purity.

EXAMPLE 13.7 SOLUTION COOLING

What is the temperature difference between the solution and

jacket necessary to achieve a cooling rate of 1K/min for the

following vessels? The solution is ethanol (MW¼ 46 g/mol;

r¼ 0.79 g/mL; Cp¼ 112 J/mol K), the jackets each have an

overall heat transfer coefficient U¼ 200W/m2K, with no

limitations from the jacket services.

(a) 1 L lab reactor: Vsolvent¼ 0.8 L; Avessel¼ 0.038m2

(b) 300 gal pilot plant reactor: Vsolvent¼ 900 L; Avessel¼
4.0m2

(c) 3000 gal plant reactor: Vsolvent¼ 9000 L; Avessel¼
19m2

Solution
For the solution, the required heat flow is

_Q ¼ msolvent �Cp � DT
Dt

ð13:27Þ

For the heat flow between the jacket and solution:

_Q ¼ U �Avessel � ðTj�TrÞ ð13:28Þ
Therefore, the temperature difference is

ðTj�TrÞ ¼ msolvent �Cp

U �Avessel

� DT
Dt

ð13:29Þ

And the temperature differences required are

ðaÞ ðTj�TrÞ ¼ msolvent �Cp

U �Avessel

� DT
Dt

¼ ð0:8 L � 790 g=LÞ � ð112 J=mol K � 1mol=46 gÞ
200 J=s m2 K � 0:038m2

� 1 K
60 s
¼ 3:4 K

ðbÞ ðTj�TrÞ ¼ ð900 L � 790 g=LÞ � ð112 J=mol K � 1mol=46 gÞ
200 J=s m2 K � 4:0m2

� 1 K
60 s
¼ 36K

ðcÞ ðTj�TrÞ ¼ ð9000 L � 790 g=LÞ � ð112 J=mol K � 1mol=46 gÞ
200 J=s m2 K � 19m2

� 1 K
60 s
¼ 76K

What is the relationship between the temperature difference

and the vessel radius, assuming it is cylindrical, externally

jacketed, and neglecting the bottom surface? Building on the

relationship shown in equation 13.26, it can be shown that the

temperature difference between the jacket and solution is

proportional to thevessel radius for a given heating or cooling

rate, equation 13.30.

ðTj�TrÞ / V

Avessel

� DT
Dt
/ r � DT

Dt
ð13:30Þ

Evaluating the jacket temperature may indicate potential

issues for the scale-up of a process, but it is a conservative

measure. A system can be evaluated in more detail by

calculating the wall temperature, which the solution is ac-

tually in contact with. Thewall temperature can be calculated

from the overall heat transfer rate in equation 13.28 by

equating it to the heat transfer rate across the liquid film

between the wall and the bulk liquid:

U �Avessel � ðTj�TrÞ ¼ hi �Avessel � ðTw�TrÞ ð13:31Þ

In equation 13.31 above, hi is the heat transfer coefficient

for liquid film, which is typically of the form shown in

equation 13.32 for Newtonian liquids:
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hi ¼ a � k

T

� �
Cpm

k

� �1
3 D2Nr

m

� �b
m

mw

� �m

ð13:32Þ

For equation 13.32, a, b, and m are empirical constants

dependant on the mixing geometry, k is the thermal conduc-

tivity of the liquid, T is the tank diameter, Cp is the specific

heat capacity of the liquid, m is the liquid viscosity, D is the

impeller diameter, N is the agitation rate, and r is the density

of the liquid. All of the liquid physical properties are eval-

uated at the temperature of the bulk liquid, Tr, except mw
which is evaluated at the wall temperature, Tw [32]. Since hi
is dependent on the wall temperature, it is common to

iteratively solve for Tw, from an initial guess, until the

calculated value from equation 13.31 equals the guess used

for mw in equation 13.32.

Temperature control at larger scale involves a dynamic

feedback loop to control the jacket services, often across

several vessels. If tuning of the controller is inadequate,

a temperature cycling of a couple degrees above and below

a ‘‘constant’’ temperature set point can be observed. The

mixing in the vessel may also lead to considerable temper-

ature gradients through the vessel contents. These tempera-

ture fluctuations could promote ripening effects, which

would not have been experienced on small scale.

Another primary issue associated with temperature is the

thermal effect caused by added antisolvent or reactants, and

the heat of crystallization. The effect of these energy terms is

illustrated in equation 13.33 for a crystal growth only system

with ideal mixing. For antisolvent additions, the dosing

regimen (rate, temperature of addition) is designed into the

crystallization often to minimize the (Tantisolvent� Tr) term.

Equation 13.33 can be used in conjunction with crystal

growth kinetic equations to allow a more detailed process

model to be constructed, and can be modified to incorporate

additional energy balance terms (e.g., heat of reaction, heat of

mixing, heat from nucleation processes) for reactive crystal-

lizations and nucleation dominated crystallizations. In equa-

tion 13.33, mr is the mass of reactor contents, DHc is the

enthalpy of crystallization, and _mantisolvent is the mass addi-

tion rate of antisolvent.

dfmrCpTrg
dt

¼U �AvesselðTj�TrÞþDHckGMAcs
g
1

þCp;antisolvent _mantisolventðTantisolvent�TrÞ
ð13:33Þ

13.6.2 Mixing Considerations

While the heat transfer considerations for crystallization

scale-up are straightforward, those for mixing are increas-

ingly complex, due to the wide variety of possible vessel

configurations. Common impeller types include pitched-

blade turbine, flat-blade turbine, curved-blade turbine, disc

turbine, hydrofoil, retreat curve, propeller, and anchor, which

are illustrated in Figure 13.26.

Mixing scale-up can be considered in three primary

ways—geometrically, where the vessel and agitation config-

uration maintain the same shape and relative sizes, kinemat-

ically, where the relative velocities are maintained, and

dynamically, where the relative forces are maintained [31].

The appropriate scale-up approach is dependent on the

specific crystallization. The most common considerations

formixing scale-up for crystallization processes are provided

in Table 13.7, including useful relationships for comparing

geometric, kinematic, and dynamic similarities.

Vessel geometry (Figure 13.27) is a significant factor in

mixing, but even when maintaining geometric similarity, on

scale-up it is not possible to achieve both kinematic and

dynamic similarity simultaneously, demonstrated illustra-

tively in Figure 13.28.

Kinematic similarity is commonly compared using im-

peller tip speed or specific flow, but impeller, wall, or average

FIGURE 13.26 Common impeller types with typical power and flow numbers [17, 33–36].
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shear rates can also be used. These can affect secondary

nucleation during a crystallization process by causing crystal

breakage, or attrition, through the crystal–impeller and crys-

tal–wall impacts. Another kinematic consideration is solids

suspension, typically evaluated with the just suspended

agitation rate, or with cloud height prediction. Insufficient

agitation could lead to stratification of the crystals, which

could have the effect of growth dispersion by different crystal

sizes residing in different mixing regimes of the vessel.

Operationally, settling of product could cause issues trans-

ferring the slurry out of the vessel by blocking the bottom

valve.

Dynamic similarity is commonly compared using energy

dissipation rate, or the amount of energy transferred from the

impeller to the fluid. The energy dissipation rate can affect

the growth rate of crystals by changing the size of the diffuse

boundary layer and, correspondingly, the mass transfer rate

of bulk solute to the crystal surface. A lack of dynamic

similarity could bemanifested through a change in the crystal

habit or aspect ratios, manipulating the independent crystal

face growth rates. Additionally, secondary nucleationmay be

promoted if the energy dissipation rate is not sufficient to

maintain the crystal growth rate, causing the system to

maintain or increase its level of supersaturation. Depending

on the mode of crystallization, another dynamic consider-

ation for scale-up could be the mixing times, or degree of

solution homogeneity. Crystallizations employing the addi-

tion of an antisolvent could be sensitive to the localized

concentrations of the solvents since the solvent composition

impacts the solubility and supersaturation. By extension, this

principle can also apply to a reagent addition for a reactive

crystallization. It should be noted that in these instances the

addition point and geometry of the addition nozzlewill have a

significant impact on the mixing time.

This section covered conventional batch equipment and

the most common considerations. However, specialized

equipment and techniques can be utilized for modified

crystallization mixing (e.g., to manipulate nucleation or

attrition), including impinging jets, fluidized beds, sonica-

tion, and homogenizers [3].

TABLE 13.7 Useful Mixing Calculations [17, 33, 36]

Parameter Formula Description

Scale ratio (�)
s ¼ D1

D2

¼ T1

T2
¼ � � � Ratio of geometric dimensions between two

vessels (Figure 13.27)

Reynold’s number (�)
Re ¼ rND2

m

Ratio of inertial to viscous forces and describes

flow regime:

Laminar—Re<�10 and Po/Re�1

Transitional—10<Re< 104

Turbulent—Re> 104; Po and Fl¼ constant

Power number (�) Po ¼ P

rN3D5
Characteristic impeller drag coefficient

Flow number (�) Fl ¼ Q

ND3
Characteristic impeller discharge flow rate

Specific flow (1/s)
Q

V
¼ FlND3

V
Impeller discharge flow rate normalized by the

fluid volume

Tip speed (m/s) vT ¼ pDN Impeller tip speed

Energy dissipation rate (W/m3) P

V
¼ PorN3D5

V

Power dissipated by the impeller normalized by the

fluid volume

Just suspension speed (rps) Njs ¼ s
m

rl

� �0:1
g �Dr
rl

� �0:45

X0:13dp
0:2D�0:85 Minimum speed for complete suspension [37]

Mixing time (s) uturbulent ¼ C1

T1:5H0:5

Po1=3ND2
Time to achieve 95% homogeneity

utransitional ¼ C2

T1:5H0:5

Po2=3ReND2

D is the impeller diameter (m); T is the tank diameter (m);N is the impeller speed (1/s); r is the density (kg/m3); m is the viscosity (kg/m s); V is the fluid volume

(m3); s is the geometric constant;Dr is the solid–liquid density difference (kg/m3);X is themass fraction solids (%); g is the gravitational acceleration (m2/s); dp is

the particle diameter (m); H is the tank fill height (m); and C1 and C2 are the empirical constants (�); P is the impeller power (J/s).
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EXAMPLE 13.8 CRYSTALLIZATION MIXING

Given the product particle size distributions for a crystalli-

zation process evaluated at lab scale in Figure 13.29, what is

the optimal agitation speed? And what are the likely ex-

planations for the other two size distributions?

Solution
The narrowest particle size distribution was observed at

400 rpm,making that themost desirable of the three agitation

rates. The lower agitation rate, 100 rpm, did not have suffi-

cient suspension of the particles, leading to stratification and

growth dispersion, evidenced by a broader distribution. The

higher agitation rate, 700 rpm, led to attrition and breakage of

the particles, evidenced by a bimodal distribution.

The lab impeller used to generate these results was 70mm

in diameter and the process is to be scaled to a plant vessel

with a 700mm diameter impeller. Assuming geometric

similarity between the vessels and impellers, what agitation

rate would be required to maintain the optimum conditions

by

s ¼ Hlab

Hplant

¼ Tlab

Tplant
¼ Dlab

Dplant

¼ 70 mm

700 mm
¼ 0:1

V 
 p

4
T2HY

Vlab

Vplant


 s3

(a) maintaining constant energy dissipation rate?�
P

V

�
lab

¼
�
P

V

�
plant

PorN3
labD

5
lab

Vlab

¼ PorN3
plantD

5
plant

Vplant

N3
plant ¼ N3

lab �
D5

lab

D5
plant

� Vplant

Vlab

Nplant ¼ Nlab �
�
s5

1

s3

�1=3

Nplant ¼ Nlab � s2=3 ¼ 200 � 0:12=3 ¼ 86 rpm
FIGURE 13.28 Power per unit volume scale-up comparison for

constant: A¼Q/V, B¼ uturbulent, C¼P/V, D¼Njs, E¼ vT, F¼Re.
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T

FIGURE 13.27 Illustration of geometric dimensions for an ag-

itated vessel.
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Particle size

700 rpm
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FIGURE 13.29 Lab-scale particle size distribution results. See

Example 13.8 for additional details.
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(b) maintaining constant specific flow?�
Q

V

�
lab

¼
�
Q

V

�
plant

FlNlabD
3
lab

Vlab

¼ FlNplantD
3
plant

Vplant

Nplant ¼ Nlab � D3
lab

D3
plant

� Vplant

Vlab

Nplant ¼ Nlab � s3 � 1
s3

Nplant ¼ Nlab ¼ 400 rpm

(c) maintaining constant tip speed?

vT lab ¼ vTplant

pDlabNlab ¼ pDplantNplant

Nplant ¼ Nlab � Dlab

Dplant

Nplant ¼ Nlab � s ¼ 400 � 0:1 ¼ 40 rpm

(d) maintaining constant blend time?

Re ¼ rND2

m
> 104 for turbulent regimeY

r

m
>

104

ND2

r

m
> 3� 105 for lab impeller

r

m
> 1� 105 for plant impeller assuming

minimum rate of 10 rpm

r

m

 1000

0:001
¼ 1� 106 for common solvents;

therefore the turbulent regime can be assumed

uturbulent lab ¼ uturbulent plant

C1

T
3=2
lab H

1=2
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Po1=3NlabD
2
lab

¼ C1

T
3=2
plantH

1=2
plant

Po1=3NplantD
2
plant

Nplant ¼ Nlab �
�
Tplant

Tlab

�3=2

�
�
Hplant

Hlab

�1=2

�
�

Dlab

Dplant

�2

Nplant ¼ Nlab �
�
1

s

�3=2

�
�
1

s

�1=2

� s2

Nplant ¼ Nlab ¼ 400 rpm

(e) maintaining solids suspension?

Njs plant

Njs lab

¼ D�0:85plant

D�0:85lab

Njs plant ¼ Njs lab �
�
1

s

��0:85

¼ Njs lab � s0:85 ¼ 400 � 0:10:85 ¼ 57 rpm

What agitation rate should be utilized in the plant to scale-

up this crystallization? Even for this simplified example,

selecting just the agitation rate for scale-up is not straight-

forward. Based on the limited information provided, the goal

is to scale-up the process and maintain suspension of the

particles with sufficient mixing, yet avoid attrition by exces-

sive mixing. To maintain the solids suspension an agitation

rate of at least 57 rpm would be appropriate. However, this

rate does not ensure homogeneity in the solution as it applies

only to a just suspended criteria. To improve mixture homo-

geneity while minimizing the chance for attrition, scaling up

while maintaining constant energy dissipation rate (86 rpm

on scale) is a reasonable first choice. After experience on

scale, the approach would be revisited to confirm suitability.

13.6.3 Damk€ohler Numbers

A useful approach for evaluating crystallization scale-up and

mixing sensitivity is the use of Damk€ohler numbers, Da[3].

The Damk€ohler number is a dimensionless group tradition-

ally used to compare reaction timescales to other phenomena,

such as mass transport or residence time. Depending on the

mode of crystallization, applicable Damk€ohler numbers may

include

Danucleation ¼ mixing time

induction time

Dagrowth ¼ mixing time

crystal growth time

Dareaction ¼ mixing time

reaction time

In general, low Da values suggest that mixing will have a

minimal effect, while increasing Da values suggesting in-

creasing criticality of the mixing. For example, at low value

of Dagrowth mixing would have a minimal effect on the

resulting particle size distribution. However, at high values,

slow mixing and fast nucleation or crystal growth, mixing

would impact the particle size distribution since localized

concentrations would lead to variable nuclei generation or

crystal growth rates throughout the solution. The value of a

Damk€ohler number will depend on the specific definition

used; generally though, an order of magnitude constitutes a

low or high Da value (i.e., <0.1 and >10, respectively).
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For reactive crystallization processes, Dareaction has to be

considered along with Danucleation or Dagrowth when analyz-

ing the mixing criticality. For example, at high Dareaction
values, fast reaction relative to mixing, high-localized con-

centrations of product could be generated. Combined with a

high Danucleation or Dagrowth, the fast nucleation or growth

rates would make mixing critical to the product. However, if

combined with a low Danucleation or Dagrowth, product gen-

erated by the reaction may be distributed evenly throughout

the vessel before affecting nucleation or crystal growth.

Alternatively, at low Dareaction values, the reactants may be

evenly distributed throughout the vessel before reaction,

leading to a uniform product concentration and the mixing

sensitivity solely due to the nucleation or growth.

The discussion above provides the concepts for utilizing

Damk€ohler numbers to evaluate crystallizations, but the

application does not have to be limited to these approaches.

For example, one could also compare reaction rate and

crystal growth rate directly for another Damk€ohler number

applicable to reactive crystallizations.

13.6.4 Cooling Crystallization Considerations

Cooling crystallizations are commonly employed processes

and the most typical considerations for their scale-up are as

follows:

. Maintaining a cooling profile

. Managing the wall temperature

. Mixing that can impact both heat and mass transfer

As illustrated in the example regarding cooling a solution,

scaling up a cooling profile for a batch process in typical

equipment requires considerably larger temperature differ-

entials when compared to lab scale. At scale, the wall

temperature will be somewhat cooler than the bulk solution.

Prior to seeding, the lower wall temperature could then lead

to undesired nucleation by generating a higher localized

supersaturation near the wall, which may exceed the meta-

stable limit and induce nucleation. Alternatively, if the wall

temperature is managed by controlling the solution–jacket

temperature differential, the time required to cool would

potentially be extended beyond the nucleation induction

time, again leading to undesired nucleation. Often at scale

there will be a limit beyond which the cooling rate cannot

be maintained, a threshold rate. Design approaches must

take into consideration the heat transfer characteristics of the

manufacturing vessel so that practical cooling rates and

timescales are incorporated into crystallization design. As

no reagent additions or reactions are occurring, mixing

considerations typically involve the assurance of adequate

suspension without significant breakage; scaling by constant

energy dissipation rate is often a good starting point for

mixing calculations.

13.6.5 Antisolvent Crystallization Considerations

The most typical scale-up considerations for antisolvent

crystallizations are as follows:

. Maintaining an antisolvent addition rate profile

. Managing temperature gradients due to the antisolvent

addition

. Mixing that can impact both heat and mass transfer

Antisolvent crystallizations can be complicated by differ-

ences in temperature between the antisolvent and the solvent.

If the antisolvent being added is at a different temperature

than the crystallization solution, heat has to be added or

removed to maintain the desired solution temperature (equa-

tion 13.33). Additionally, the equipment setup and mixing

will significantly impact the distribution of the antisolvent

and equilibration of heat. Therefore, antisolvent crystalliza-

tions have more potential to be sensitive to mixing than a

common cooling crystallization. The simplest approach to

minimize heat transfer or temperature considerations for an

antisolvent addition is to adjust the antisolvent to the same

temperature as the crystallization solution prior to addition.

Addressing the distribution of antisolvent during an addition

does not have a standard approach. Evaluating a Damk€ohler
number provides a starting point, especially for comparing

demonstrated laboratory conditions to proposed conditions

at scale. Since mixing times generally increase with scale, it

may be necessary to increase the antisolvent addition time

accordingly to minimize impacts to the crystallization from

localized concentrations. Effective mixing at the point of

antisolvent introduction is especially critical to reduce the

probability of nucleation due to the high local antisolvent

concentration at that point. These effects are often investi-

gated as sensitivity studies on small scale (i.e., <20L) by

varying the addition geometry and rate and examining their

sensitivity to particle size. For situations in whichDa is small

and a growth mechanism is employed, scaling up mixing by

constant energy dissipation rate is a reasonable starting point,

with increases in agitation rate toward a constant mixing time

with increasing Da.

13.6.6 Reactive Crystallization Considerations

Reactive crystallizations can be more complex than the other

modes of crystallization due to the addition of the reaction

rate to the already present rates of mixing, mass transfer, and

crystal growth. The most typical considerations for their

scale-up are as follows:

. Maintaining a reagent addition rate profile

. Managing temperature gradients due to the reagent

addition and heat of reaction

. Mixing that can impact both heat and mass transfer
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Assuming the reaction requires the addition of a reagent,

the heat transfer considerations for reactive crystallizations

are similar to those of antisolvent crystallizations. However,

it is more likely that the heat of reaction, and even the heat of

addition in the case of acids or bases, will be significant and

require significant jacket compensation for heat removal.

Again, Damk€ohler numbers would provide a useful evalu-

ation of a process and its scale-up. For reactive crystal-

lizations the rate processes include the reagent addition,

reaction, mixing, and nucleation, and/or growth. A thorough

assessment requires the comparison of all of these compo-

nents of the process. By comparing the reagent addition rate

and the reaction rate it may be determined whether the

reaction is addition rate controlled, where the reactant is

consumed as fast as it is added, or if there is accumulation

of the reagent. In the first case, it would be the addition rate

that needs to be compared to the mixing times and nucleation

and growth rates, but in the second it would be the reaction

rate. This also highlights a potential method of adjusting a

process for improved control—selecting a reagent addition

rate slow enough to prevent reagent accumulation. Because

of the number of simultaneous rate processes, reactive

crystallizations tend to be the most problematic to scale-up.

13.6.7 Evaporative Crystallizations Considerations

The most typical scale-up considerations for evaporative

crystallizations are as follows:

. Maintaining an evaporation rate profile

. Managing the wall temperature and encrustation

. Mixing that can impact both heat and mass transfer

Evaporative crystallizations encounter heat transfer lim-

itations during scale-up that are similar to cooling crystal-

lizations. With the reduced heat transfer area to volume on

scale, larger temperature differences between the jacket and

solution are required to maintain a desired evaporation rate.

During scale-up, it is common to utilize higher jacket tem-

peratures, since the solution temperature is fixed at the

boiling point. Additional considerations due to the increased

jacket temperature include chemical degradation, encrusta-

tion, nucleation, and foaming, each discussed briefly in this

section. Chemical degradation of the product may be en-

counteredwith the higher localized temperatures at thevessel

walls. The higher localized temperatures at the wall also

promote faster evaporation of the solvent there, which com-

bined with the reducing solution volume can lead to a

buildup of product crystals on the wall above the solution

surface. This encrustation may also exhibit increased levels

of degradation since the solids are exposed to the heat from

the jacket for the remainder of the process. If a process is

initially designed as an evaporative crystallization at atmo-

spheric pressure, reduction of the operating pressure can be

the easiest approach to address the need for higher jacket

temperatures. Reduced pressure alone will not address

encrustation above the liquid level, and it increases the

potential for foaming, which is commonly exacerbated by

the presence of small particles. As a consequence of each of

these potential issues, a reduced evaporation rate (using low

Tj� Tr values) and seeding at relatively high proportions

may be required to successfully scale-up this mode of

crystallization. Similar to cooling crystallizations, scaling

by constant energy dissipation rate is a reasonable starting

point for design.
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