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25.1 INTRODUCTION

In simple terms, a polymer solution is a mixture of
polymer and solvent molecules. The combination of these
two chemical species, so different in size and properties,
involves complex phenomena that have posed major
challenges to engineers and scientists over the last 70 years.
The difference in size is in fact the main origin of many
dissimilar properties. A good illustration is the low viscosity
of the majority of solvent liquids [1, 2] compared to the
high viscosity of most polymer melts [3, 4]. In polymer
solutions such a difference reflects in a large increase in
viscosity with small increments in solute concentration
[5]. The formation of a one-phase homogeneous polymer
solution depends on the capacity of the solvent to dissolve
the polymer [6]. In good solvents, polymers absorb, swell,
disentangle, and finally disperse as individual molecules,
except for crosslinked polymers or gels that absorb and
swell as well, but to a limited degree without dissolution
[7–11]. Thermodynamic parameters such as change in
entropy (�S ) and enthalpy (�H ) of mixing play a crucial
role in the formation of a polymer solution as well as in
phase equilibria when phase separation occurs [12–14]. The
entropy term describes the number of arrangements that
the chains adopt in the system, whereas the enthalpy term
accounts for the interactions between adjacent molecules
[15]. Important factors are concentration, temperature,
nature of both solvent and polymer, molecular weight of
the polymer, among others [16–21].

Polymer solutions can be classified into five regimes
(dilute, semidilute not entangled, semidilute entangled, con-
centrated not entangled, and concentrated entangled) [22]
according to the polymer concentration and molar mass;
however, it is much common to classify them into only
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three regimes of concentration (expressed in terms of
polymer volume fraction, ϕ): dilute (ϕ < ϕ*), semidi-
lute (ϕ ≥ ϕ*), and concentrated (ϕ* � ϕ < 1) solution
[23]. The overlap concentration ϕ* is not sharp, but it
is rather a region at which polymer coils come close to-
gether and begin to overlap each other; experimentally, this
could correspond to the condition where the concentration
of the solution equals the average local concentration in
the inside of the polymer coils [15, 24]. In a semidilute
regime, the macromolecules are substantially overlapped,
even though the solvent volume fraction is by far dominant.
A more quantitative definition of these three concentration
regimes can be found in various reports [25, 26]. Many
studies on the physical and chemical properties of poly-
mers have been conducted in dilute solutions, where the
isolated polymer coils are relatively far apart from each
other, and therefore the interchain perturbation may be
negligible [27]. Under this low concentration regime, char-
acteristics such as molecular weight, radius of gyration,
number and frequency of long-chain branching, and some
other structural parameters of the macromolecules can be
readily determined [28–32]. Also, without difficulty, inter-
actional parameters can be measured from dilute solutions
[17, 33, 34]. On the other hand, semidilute and concen-
trated polymer solutions have also been very promising for
the thermodynamic characterization of polymers [23, 35],
although for these two regimes rheological studies have re-
sulted particularly valuable to determine both structural and
interactional characteristics [3, 5, 36]. It is to point out that,
even though semidilute and concentrated polymer solutions
are no longer appropriate to evaluate macromolecules indi-
vidually, structure–property relationships in these regimes
provide important information on these coiled molecules
[23, 37].
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At present, polymers are almost everywhere and, for
many of their applications, particularly as fibers and
films, they are processed from solution [38–41]. Dilute,
semidilute, and concentrated polymer solutions are required
for a wide variety of manufacturing processes, from the
deposition of thin films over a substrate [spin coating,
spraying, epitaxy, Langmuir–Blodgett (LB) deposition,
etc.] to the processing of viscous polymer solutions or
high polymer load dispersions (dip coating, wet and dry
spinning, electrospinning, etc.) to obtain films and fibers
with specific characteristics and properties.

In this chapter, a brief description on the fundamental
aspects of polymer solution thermodynamics is given. Only
some very basic or primary theories and their corresponding
equations (simple approaches) are presented and discussed.
For rigorous approaches and related advanced theories
adequate references are given. As already mentioned,
polymer solutions are required for a wide variety of
processing techniques and even though most of such
techniques were implemented on the basis of practical
experience, much further work was done by engineers
and scientists to refine them on the basis of polymer
solution thermodynamics and rheology. There is abundant
theoretical and empirical literature on the processing
of polymers from solution; here, only some common
processing techniques are briefly presented making special
emphasis on spin coating, which at present time is
extensively used for the deposition of thin films of a wide
variety of polymers over a substrate.

25.2 POLYMER SOLUTION THERMODYNAMICS
AND CONFORMATION OF POLYMER CHAINS:
BASIC CONCEPTS

25.2.1 Change in Enthalpy, Entropy and Gibbs Free
Energy of Mixing

In terms of thermodynamics, the solubility of a polymer
in a solvent is determined from the free energy of mixing
[42, 43]. In making a mixture, the internal energy (U ) of a
system changes from an initial to a final state. According
to the first law of thermodynamics, a change in internal
energy (�U ) involves a flow heat from (or released to) the
surroundings of the system and a work done on (or by) the
system [44, 45]. At constant pressure P , the change in the
enthalpy of mixing �H is

�H = �U + P�V (25.1)

where �V is the change in the volume of mixing.
On the other hand, the second law of thermodynamics

stipulates that, in a spontaneous or nonreversible process,
the entropy increases and the system moves toward a

thermodynamically stable lower energy state, namely, state
of equilibrium [46]. For binary systems the change in
the entropy of mixing depends on the number of mixed
molecules as follows:

�S = kB ln �1,2 (25.2)

where kB is the Boltzmann constant and �1,2 is the number
of configurations or spatial arrangements that N1 solvent
molecules and N2 solute molecules can adopt in the system
(lattice) [47]. In contrast to a molecular solution (high
�S value), in which both solvent and solute molecules
are small, a polymer solution shows a much lower �S
value because the number of configurations the joined mers
(repeating units) can adopt in the lattice is much less
important compared to that adopted by the same number of
free mers [48]. In a spontaneous transformation, at constant
pressure, the amount of heat a system (�Hsys) gives or
receives is the same that the surroundings (�Hsurr) receives
or gives, respectively: �Hsys = − �Hsurr. Thus, at constant
temperature

�Ssurr = �Hsurr

T
= −�Hsys

T
(25.3)

According to the second law of thermodynamics, the
entropy increases in spontaneous changes, �Ssys + �Ssurr
> 0, then

�Hsys − T �Ssys < 0 (25.4)

The Gibbs free energy of mixing (�G) is the driving
force for the composition of the mixture to change until the
equilibrium is reached. The Gibbs free energy of mixing
for a system is then defined as [44]

�Gsys = �Hsys − T �Ssys (25.5)

For a spontaneous process �G < 0, for a nonspontaneous
process �G > 0, and for a system at equilibrium
�G = 0. Therefore, �G becomes an essential parameter
that determines if a polymer will be spontaneously
dissolved in a solvent or not.

At this point it is necessary to examine some basic con-
cepts related to the polymer chain conformation that will
certainly change in solution. In the solid state (amorphous
or/and crystalline), the macromolecules contract and inter-
penetrate (entangle/co-crystallize) into the others, but once
the solvent diffuses, they start to swell and eventually (high
dilution) they disentangle to be finally dispersed in the sol-
vent. In this process the polymer coils gradually expand
reaching a conformational equilibrium dictated by thermo-
dynamic laws. It was suggested that many properties of
polymer solutions depend on the conformation of the chain,
rather than on the nature of the chain atoms [45].
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Figure 25.1 Basic geometrical parameters of a polymer chain.
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Figure 25.2 Energy diagram for the bond rotation.

25.2.2 Conformation of Polymer Chains

Statistical chain parameters can be readily determined from
three geometrical parameters: the bond length (b), the angle
(θ ) between two successive bonds, and the bond rotation
angle (φ) between the i + 1 and i − 1 bonds, projected
on a disk generated by the 360◦ rotation of the i bond
(Fig. 25.1) [48]. For a linear polymer chain, represented by
a random coil, φ is normally restricted to just three values
of minimal energy, 180, 60, and −60◦, known as trans ,
gauche+, and gauche−, respectively (Fig. 25.2). There are
also eclipsed positions at 0, 120, and −120◦, which are
energy barriers for the i bond to rotate. In surpassing one of
these energy barriers (partial rotation) the relative position
of the adjacent chain substituent groups changes, altering
the local conformation. It is to point out that most thermal
and mechanical properties of polymers are related to the
extent of these energy barriers. If the energy barriers are
not much larger than the thermal energy, the trans–gauche
isomerization takes place easily, indicating that the chain is
dynamically flexible [15].

One of the characteristic dimensions of polymer coils is
the root-mean-square end-to-end distance (〈r2〉1/2), which
for a linear chain of n bonds is calculated by considering
the backbone bonds as vectors (b i ) [49].

r2
ij = nb2 + 2

n∑
i<j

bi
•bj (25.6)

For a freely joined chain that consists of n ′ successive
chain segments of fixed average length l ′ and bond angles
between neighbor segments (uncorrelated), assuming all
values with equal probability, the root-mean-square end-
to-end distance is [50]

〈
r2〉

0 = n′l
′2 (25.7)

The subscript zero indicates an unperturbed state and the
angle brackets denote a statistical mechanical average. The
length of a fully extended chain is nb or n ′l ′.

Another characteristic dimension is the radius of gyra-
tion (

〈
R2

g

〉1/2
), which is a root-mean-square distance calcu-

lated from the distances (s i ) joining all segments of the
chain to a center of gravity [48],

R2
g = 1

n

n∑
i

s2
i (25.8)

The radius of gyration is related to rij through the Lagrange
theorem ,

〈
R2

g

〉 = 1

2n2

n∑
i

n∑
j

〈
r2

ij

〉
(25.9)

〈
R2

g

〉
0

=
〈
r2

〉
0

6
(25.10)

The parameters
〈
r2

〉1/2
0 and

〈
R2

g

〉1/2
0

correspond to an ideal
chain. For the calculation of parameters of real chains,
short- and long-range interactions may be considered. The
former are related to local geometrical and interactional
parameters such as fixed bond angles and potentials
perturbing bond rotations, whereas the latter are mainly
related to interactions involving remote units in the
chain. As is discussed later, the long-range interactions
can be eliminated through experimental procedures; the
unperturbed dimensions thus obtained may be interpreted
only in terms of short-range features [49].

The dimensions 〈r2〉1/2 and
〈
R2

g

〉1/2
are single-average

distances of a very large number of possible conformations.
By means of probability tools, the distribution function
W (r) of all possible r2 can be deduced [45, 49]. For ideal
polymer chains this function is Gaussian,

W(r) =
(

3

2π
〈
r2

〉
)3/2

e
−3r2/2

〈
r2

〉
(25.11)

It should be said that a Gaussian coil is not appropriate
for the representation of real polymer chains because it
does not take into account volume effects produced by
long-range interactions. A polymer chain in a random
walk cannot cross its own path. In other words, a real
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polymer chain has excluded volume, which disallows a
number of chain conformations. As a consequence, the
polymer coil swells reaching a larger dimension than that
normally calculated for a Gaussian coil. Exact numerical
and analytical self-avoiding walk models were developed
for a more accurate calculation of the chain parameters
[51–53]. It was demonstrated that the radius of gyration
of real chains scales as Nν (ν is approximately 3/5) and
not as N 0.5, as deduced for ideal chains. Experimental
and theoretical approaches were proposed to determine the
value of ν [54, 55]. One approach is the exact enumeration
of self-avoiding walk models, which considers a limited
number of computed walks, but is accurate when precise
and refined extrapolation methods are used [56]. Another
approach is through Monte Carlo methods in which quite
long walks can be sampled, but the data are necessarily
subjected to statistical uncertainty [55]. By considering
excluded volume effects, an acceptable value of 0.588 (for
d = 3 dimensions) was estimated by Monte Carlo methods.

25.2.3 Flory–Huggins Lattice Theory and Related
Theories

When a number of polymer molecules (N2) are mixed
with a number of molecules of a good solvent (N1)
they disperse and at the same time they expand from
a constricted dimension. Hereafter, in this section the
subscripts 1 and 2 refer to the solvent and the polymer
in the mixture, respectively. The resulting polymer solution
can be examined from the Flory–Huggins theory, in which
a 3D lattice of sites is filled with solvent and polymer
molecules; each site of the lattice being occupied either
by a solvent molecule or by a polymer segment whose
size or volume is similar to that of the solvent molecule
[42, 43]. Under this consideration, the volume of a polymer
chain (V2) is r times the volume of a solvent molecule
(V1). The volume fraction of the polymer (ϕ2) in the
lattice is then N2 r /(N1 + N2r). Compared to a solution
in which both solvent and solute molecules are small, the
combinatorial calculated number of configurations for a
polymer solution may be much smaller due to the fact that
the contiguous segments of a polymer chain are constrained
to occupy only adjacent sites. The logarithm of the number
of calculated configurations for a polymer solution in terms
of volume fraction is ln �1,2 = − (N1 ln ϕ1 + N 2 ln ϕ2)
[45]. For an ideal or athermal solution (�H = 0), the
intermolecular interaction energy between mixed species
is the same (ε11 = ε22 = ε12), then

�G = −T �S = kBT
(
N1 ln ϕ1 + N2 ln ϕ2

)
(25.12)

In this relation, �G is always negative, because the mole
fractions are always less than unity.

Polymer solutions are in general considered as regular
solutions for which the intermolecular interaction energy
between the mixed species is different from one another
(ε11 �= ε22 �= ε12) and then �H �= 0 [47]. In these solutions
the change in the entropy of mixing is considered similar to
that calculated for ideal solutions. This simplification may
be acceptable for polymer solutions of low polar character.
The change in the enthalpy of mixing for regular solutions is

�H = N1ϕ2 z�ε (25.13)

where z is the lattice coordination number and �ε is the
energy of mixing for each contact. So, the change in the
Gibbs free energy of mixing for a regular solution is [48]

�G = kBT
(
N1 ln ϕ1 + N2 ln ϕ2 + N1ϕ2χ1,2

)
(25.14)

where χ1,2 is a dimensionless parameter known as the Flory
interaction parameter.

From this equation, the chemical potential of mixing per
moles of component i (�μi ) can be calculated [48]. For a
binary mixture,

�μ1 =
(

∂�G

∂N1

)
T ,P,N2

(25.15)

�μ1 = kBT

[
ln ϕ1 +

(
1 − 1

r

)
ϕ2 + χ1,2ϕ

2
2

]
(25.16)

In this equation, χ1,2 is independent of composition and
enthalpic nature; however, experiments have demonstrated
that this is not necessarily true [16, 20, 57].

For a dilute solution ln
(
1 − ϕ2

) ≈ −ϕ2 − ϕ2
2/2, and

taking into account that V2/V1 = r and ϕ2 = CV2/M2

�μ1 = −RT

[
CV1

M2
+

(
1

2
− χ1,2

) (
CV2

M2

)2
]

(25.17)

where C is the concentration of the solution, R is the gas
constant, M2 is the molecular weight of the polymer, and
V1 and V2 are the partial molar volumes of the solvent and
polymer, respectively.

It is to note that this simple equation was deduced
assuming a random mixing process, a volume change upon
mixing that vanishes, and an interaction parameter χ1,2
independent of composition, among others [58, 59]. In spite
of these simplification criteria, and others of subtle nature,
the equation gives a qualitative insight into the nature of
polymer solutions.

The change in the chemical potential of the solvent
is related to the osmotic pressure (π) through a simple
expression �μ1 = −π V 1 [17], then

π = RT

[
C

M2
+

(
1

2
− χ1,2

) (
V2

M2

)2 (
1

V1

)
C2

]

(25.18)
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This second-degree polynomial equation can be simply
represented as

π

RT C
= 1

M2
+ A2C (25.19)

where A2 is the osmotic second virial coefficient. A2 and M2
can then be deduced by measuring the osmotic pressure of a
series of diluted polymer solutions. The value of A2 can be
either positive or negative depending on the experimental
temperature [17]. The temperature at which A2 = 0 is
known as the Flory temperature or theta temperature.
A2 = 0 for χ1,2 = 0.5, which is a critical value of miscibility
of a polymer in a solvent [16]. In most cases, χ1,2 is positive
because interactions are mainly van der Waals attractions
[15]. For good solvents χ1,2 is much smaller than 0.5. For
χ1,2 = 0.5 it is supposed that the attractive and repulsive
forces between the polymer and the solvent are completely
compensated and the polymer chains are considered to be
under unperturbed conditions (ideal chains) [35].

Light scattering measurements can also be used to
determine the molecular weight (M2) of solute molecules
as well as interactional (second and third virial coefficients)
and structural parameters (radius of gyration) [60, 61]. The
reader is referred to Chapter 18 for more information on
light scattering methods. The dependence of A2 and

〈
R2

g

〉
on M have been the subject of many research studies
in polymer solution thermodynamics [29, 62]. Many other
experimental techniques can been used to determine these
and other related parameters [28, 35, 63].

The Flory–Huggins lattice theory has been considered
the basis of the polymer solution thermodynamics and
many of further theories on this subject have been ei-
ther simple or complex modifications, aiming to overcome
deficiencies that have arisen from simplifications used in
the original equation. Flory and Krigbaum developed the
Flory–Huggins theory by taking into account alternate re-
gions of pure solvent and solvated polymer domains, and
introduced the concepts of excluded volume and theta
temperature [27]. Heil and Prausnitz [16] have derived a
semiempirical equation containing two adjustable parame-
ters, which is a compromise between the relatively simple
one-adjustable parameter equation of Flory–Huggins and
the complex multiparameter theories of later authors. Their
so-called segment-interaction equation, which makes use of
the local volume fraction concept, first stipulated by Wilson
[64], was successfully applied to a variety of polymer solu-
tions including polymer-mixed solvent systems having spe-
cific interactions such as hydrogen bonding. Renuncio and
Prausnitz have proposed an approximation introducing non-
randomness to the Flory–Huggins equation [65]. For that
purpose they have also used the Wilson local composition
concept. The residual entropy calculated under this assump-
tion was different from that of the Flory–Huggins equation.

The calculated change in the enthalpy of mixing and activity
data that they applied to a few binary polymer–solvent sys-
tems was consistent with experimental results. Alternative
expressions of this model were later proposed making the
theory more realistic [66]. Sanchez–Lacombe developed a
molecular theory on pure fluids of variable geometry and
size that was later generalized to mixtures [67, 68]. Their
model, which considers occupied and vacant lattice sites
(holes), makes a complete thermodynamic description of
the fluid that is useful to predict liquid–vapor transitions
and the effect of chain length on the critical and boiling
point of normal alkanes, among others. A similar model,
which introduces a nonrandom distribution of mixing to
pure-hole components and polymer solutions, was later pro-
posed [69]. Examples of other approaches and refinements
of the Flory–Huggins theory can be found in the literature,
all of them aiming at improving predictions on the polymer
solution properties [21, 70–72].

25.2.4 The Solubility Parameter

The choice of an appropriate solvent to dissolve a polymer
is frequently based on experience or guided by literature
and technical reports on some solvent characteristics
such as solvent “strength,” rate of evaporation, and
solvent/nonsolvent mixture effects, among others; some of
these characteristics may have strong effects on both the
polymer processing from solution and the properties of the
final product. Theories on polymer–solvent mixtures are of
essential importance and could be developed to understand
the thermodynamics of the system but, sometimes, they
can be extremely complex to be developed and applied in
ordinary polymer solutions that are going to be processed.
Alternatively, numerous simple and practical methods
reported in the literature can be used for the prediction
of the solubility behavior in polymer solutions [13, 19].
One of the most practical methods uses the Hildebrand
solubility parameter (δ), which is a numerical value related
to the intermolecular interactions (van der Waals) that hold
together the molecules in a solvent or in a solid. For a small
amount of a solid (solute) in a solution those interactions
are disrupted by the solvent in such a way that the
individual solute molecules separate from one another. Such
a disruption seems to be optimal when the solute–solute
and solvent–solvent molecular interactions are of similar
“strength.” Thus, solvents and solids (polymers) showing
similar δ values may dissolve in the other and form
miscible mixtures; through this simple rule the solubility
of a polymer in a solvent can be practically predicted [70].

The solubility parameter is defined as the square root
of the cohesive energy density per unit volume and for a
solvent it can be obtained from the heat of vaporization(
�E

vap
i

)
, which is the energy supplied to vaporize a fluid

[70]. This property is particularly helpful because it is
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supposed that the same intermolecular forces should be
overcome to vaporize a liquid and to dissolve it.

δi =
(

�E
vap
i

Vi

)1/2

(25.20)

There is no way to determine the solubility parameter of
polymers by means of the heat of vaporization; instead,
swelling experiments, methods involving cloud-point de-
terminations, and some others are used to determine it [13].

The Flory interaction parameter is related to the
solubility parameter through the following equation:

χ1,2 = V1

RT

(
δ1 − δ2

)2
(25.21)

where δ1 and δ2 are the solubility parameters of the solvent
and the polymer, respectively, and V1 is the partial molar
volume of the pure solvent.

This equation takes into account only enthalpic contribu-
tions; however, for a best calculation of the Flory parameter
χ1,2, the entropic contributions, χ s , should be considered
as well [70, 73].

χ1,2 = χs + V1

RT

(
δ1 − δ2

)2
(25.22)

In terms of solubility parameters, the change in the enthalpy
of mixing is

�H = n1V1ϕ2

(
δ1 − δ2

)2
(25.23)

This equation clearly shows that �H tends to zero
when δ1 and δ2 approach each other. In this case,
�G < 0 is expected, and good solubility properties will
be observed with small mixing heats. It has been reported
that miscibility should occur for values of δ1 and δ2 within
2 or 3 J1/2 cm−3/2 of one another [74].

An extension of the Hildebrand parameter to estimate the
relative miscibility of polar and hydrogen bonding systems
has been proposed: δ2 = δ2

d + δ2
p + δ2

h. The components of
this equation are the dispersion

(
δ2

d

)
, electrostatic (or polar)(

δ2
p

)
, and hydrogen bond

(
δ2

h

)
Hansen solubility parameters

[75, 76].
Numerous sources with compiled solubility parameters

are available for commercial solvents [1, 2] and polymers
[2, 73] Although their use affords qualitative results, they
are commonly used in industry to predict the miscibility of
polymers in solvents [39, 77]. For solvents ranked accord-
ing to their solubility parameter, those in close proximity
may show a comparable solubility behavior, whereas those
that are far apart may show substantial differences.

25.2.5 Phase Equilibria in Polymer Solutions

Phase separation is frequently observed in polymer solu-
tions and it is mainly due to their low entropy of mixing.
At a state of equilibrium each species of the mixture is par-
titioned between two phases, namely, the supernatant (ex-
tremely dilute) and precipitated (moderately dilute) phases
[78]. Theoretical models and experimental techniques have
been developed to predict the solubility behavior of poly-
mer solutions, polymer blends, and other related systems
[79, 80]. Simple theories only permit a rather qualitative
description of this phenomenon [78]. Refined and improved
theoretical and semiempirical models allow a more accurate
prediction of the demixing phenomena and related thermo-
dynamic properties [57, 81].

At a given pressure and temperature, the total Gibbs
free energy of mixing of a one-phase polymer–solvent
system of composition ϕ2 should be necessarily minimum,
otherwise the system will separate into two phases of
different composition, as it is represented in a typical �G
versus ϕ phase diagram of a binary solution (Fig. 25.3).
The volume fractions at the minima (∂�G /∂ϕ = 0), ϕ′,
and ϕ′′, will vary with temperature (binodal ) up to critical
conditions (Tc and ϕc) where ϕ′ = ϕ′′ (Fig. 25.3b).

According to the type of T versus ϕ diagram (Fig. 25.4),
the binary solution can exhibit an upper critical solution
temperature (UCST), a lower critical solution temperature
(LCST), or both (close-loop phase behavior). Above the
UCST or below the LCST the system is completely
miscible in all proportions [82]. Below the UCST and
above LCST a two-phase liquid can be observed between
ϕ′ and ϕ′′. The two-phase liquid can be subdivided into
unstable (spontaneous phase separation) and metastable
(phase separation takes some time). These two kinds of
mixtures are separated by a spinodal , which is outlined by
joining the inflexion points (∂2�G /∂ϕ2) of successive �G
versus ϕ phase diagrams, obtained at different temperatures
(Fig. 25.3b). Thus, the binodal and spinodal touch each
other at the critical points ϕc and Tc.

(a)

T1
T1 > T2 Tc

T
T2

0 1

ΔGm

(b)

j2 0 1

Spinodal

Binodal

j2

jcj′ j′′

Figure 25.3 Binary phase diagrams. (a) At T1 the mixture is
miscible at all composition and at T2 the mixture shows phase
separation (between ϕ′ and ϕ′′). (b) Binodal and spinodal curves,
and critical temperature (Tc) and concentration (ϕc).
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j j j

Figure 25.4 Temperature–volume fraction diagrams for binary polymer solutions.

From Equation 25.16 the conditions for incipient phase
separation are [12, 45]

(
∂μ1

∂ϕ2

)
T ,P

= 0 and

(
∂2μ1

∂ϕ2
2

)
T ,P

= 0 (25.24)

The combination of the resulting expressions gives [48]

ϕc = 1

1 + √
r

(25.25)

and

χc = 1

2

(
1 + 1√

r

)2
∼= 1

2
+ 1√

r
(25.26)

Then, the critical concentration (ϕc) depends on the
relative size (molecular weight) of the components of the
mixture. For mixtures involving small molecules

(√
r = 1

)
,

ϕc takes a value of around 0.5; however, for polymer
solutions the phase diagram (Fig. 25.5) becomes highly
asymmetric with ϕc essentially confined to the solvent-rich
regime (ϕc → 0 for r → ∞).

Flory has proposed that

1

2
− χ1,2 = ψ

(
1 − θ

T

)
(25.27)

where ψ is the entropy of dilution parameter.
At the temperature where phase separation occurs

T = Tc, then
1

Tc
= 1

θ

(
1 + 1

ψ
√

r

)
(25.28)

M3
M3

M2

M2

M1

M1
>>

j2

T (°C)

Figure 25.5 Phase diagrams for polymer/solvent mixtures.

This equation shows that the critical temperature (Tc) is
also dependent on the molecular weight of the polymer [82].
Thus, for a UCST diagram this critical parameter moves
toward higher temperatures as the chain length increases
(Fig. 25.5). This dependence is particularly useful for the
fractionation of most synthetic polymers, which are seldom
molecularly uniform [83].

At equilibrium, the two-phase coexistence is conditioned
to an identical chemical potential of components (i )
between phases

(
�μ′

i = �μ′′
i

)
. The chemical potential

is a valuable parameter because it is directly related to
experimentally accessible properties, as is the case of the
osmotic pressure, π= − �μ1/V1.

Initial works on the phase equilibrium of polymer solu-
tions were concerned with nonpolar solutions using care-
fully prepared quasi-monodisperse polymer fractions [78].
The theory and practice was later extended to molecularly
heterogeneous polymers [84], multicomponent solutions
(ternary mixtures) such as polymer/solvent mixture [16, 85]
and polymer mixture/solvent [86], and polymer blends
[79, 80], among others [87]. Improvements on predicting
thermodynamic properties were particularly proposed for
polymer solutions of industrial importance, including those
having polar and hydrogen-bonded components [16].

25.2.6 Characterization of Polymers Using
Thermodynamic-Based Techniques

Characterization of polymers in solution has posed unique
challenges owing to their inherent complexity, primarily
associated to their high molecular weight, chemical struc-
ture, and composition. Such complexity is accentuated by
the fact that most polymers exhibit a molecular weight dis-
tribution and structural defects. For the characterization of
polymers in solution there exist well-developed instrumen-
tation and methodologies. The most common techniques
are as follows:

NMR, FTIR, UV–vis—chemical and structural charac-
terization (see Chapter 16)

GPC (or SEC), MALDI-TOF—molecular weight and
MWD (see Chapters 17 and 16, respectively)

LS, Neutron scattering—molecular weight, structural
and interactional parameters (see Chapter 18)

Viscometry—molecular weight, flow properties, and
structural and interactional parameters
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MO, VPO, Eb., Cry.1 —molecular weight and interac-
tional parameters.

All these techniques use different principles of mea-
surement. Here, only two methods based on colligative
properties are described.

The number-average molecular weight (Mn) of polymers
can be easily determined from methods based on colligative
properties, which are dependent on the number of molecules
in the solution [28]. Thus, the addition of a number of solute
molecules to a solvent produces a change in the chemical
potential (�μ1) of the solvent from which the molecular
and interactional parameters can be deduced.

Among the different techniques based on colligative
properties, the most practical ones to determine Mn
(number-average molecular weight) are the MO [17, 28]
and the VPO [88], both performed in dilute solution.

25.2.6.1 Membrane Osmometry In this technique a
dilute polymer solution and a pure solvent are separately
placed in two different chambers that are divided by
a tightly held semipermeable membrane through which
only solvent molecules can move across. Because the
chemical potential of pure solvent is higher than that of
the solvent in the solution, the solvent will diffuse across
the membrane from the pure solvent to the solution chamber
up to the point in which the osmotic pressure equals
the hydrostatic pressure created by the volume imbalance
between the liquids of the two chambers. The osmotic
pressure (π = ρgh) at equilibrium (static method) can be
calculated from the difference in height (h) between the
liquids in the capillaries connected to each chamber. In
practice, a dynamic method is used in which a pressure (P )
is applied to counterbalance (at t = 0) the osmotic pressure
(π) exerted by the pure solvent. This later method is
known as dynamic osmometry and allows an instantaneous
determination of π [17, 89].

For a series of dilute solutions (C1, C2, C3, C4 . . . ) at
constant temperature [60],

π

C
= RT

(
1

Mn
+ A2C + A3C

2 + · · ·
)

(25.29)

The first term of this equation is the van’t Hoff
expression (π/Cc → 0 = RT /Mn) for osmotic pressure at
infinite dilution and the second term is related to the second
virial coefficient (A2). Thus, Mn and A2 can be, respectively,
determined from the intercept and the slope from a π/C
versus C plot (the third and higher virial coefficient terms
are normally ignored) [90]. Compared to other experimental
techniques (SEC and light scattering), MO is limited

1MO, membrane osmometry; VPO, vapor pressure osmometry; Eb.,
ebullometry; Cry., cryoscopy.

to the study of a relatively narrow molar mass range
103 − 5 × 105 g/mol, which depends on the membrane
permeability (low molar mass limit) and on the smallest
osmotic pressure that can be reliably measured (upper molar
mass limit). As mentioned above, A2 is a measure of
polymer–solvent interactions and its value is an indication
of the capacity of the solvent to dissolve a polymer at
determined conditions. Good solvents show positive values
typically in the order of 10−4 − 10−3 (ml mol)/g2. At theta
conditions A2 = 0, where polymer molecules are supposed
to be under unperturbed conditions. It is common to build
(π/C )0.5 versus C plots because they are normally linear
over broader ranges of concentration compared to those of
π/C versus C plots. The main advantage of this technique
is that calibration with standards is not required, yielding
an absolute number-average molecular weight (Mn).

25.2.6.2 Vapor Pressure Osmometry The VPO became
a popular method for the determination of the number-
average molecular weight of nonvolatile solutes of less
than about 20,000 g/mol and that tend to diffuse across the
membrane in MO experiments [91]. This method operates
on the principle that the vapor pressure of a solution is
lower than that of a pure solvent

(
P 0

1

)
at constant pressure

and temperature. This vapor pressure lowering (�P ) is
proportional to the molar mass of the solute (polymer)
for dilute solutions. As it is known, the vapor pressure
of a solvent in dilute solutions obeys the Raoult’s law,
P1 = P 0

1 x1, where P1 is the partial vapor pressure of the
solvent whose mole fraction in the solution is x1. In terms
of the mole fraction of the solute, P1 = P 0

1

(
1 − x2

)
or

�P/P 0
1 = −x2.

As measuring vapor pressure depression using VPO
requires extreme sensitivity, a thermoelectric method is
used based on the following principle. One drop of pure
solvent is placed on one of two matched temperature-
sensitive thermistors located in a chamber saturated with
vapor solvent, at constant temperature. On the other
thermistor, a drop of polymer solution is placed. The solvent
condensation on the solution drop will heat it up until its
vapor pressure matches that of the pure solvent drop [35].

From thermodynamics,

�T = RT 2x2

�Hvap
(25.30)

For dilute solutions x2 ≈ n2/n1, and, if the polymer
concentration (Cw) is expressed in grams of solute per
1000 g of solvent (molality),

�T = RT 2

�Hvap
× Cw

Mn
× m1

1000
(25.31)

where m1 is the molar mass of the solvent.
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The temperature change causes a resistance change
(�R) in the thermistor and for practical reasons �R
measurements are preferred instead of direct measurements
of �T . �R is directly proportional to �T for small changes
in temperature (�R ∝ �T ) [92]. In this method substances
of known molecular weight are used to determine the
calibration constant of the instrument. A calibration curve
relates the change in resistance to the molal concentration of
the solution. The molecular weight of the polymer can then
be determined from the resistance measurements through
the following equation [91]:(

�R

C

)
C→0

= K

Mn
(25.32)

Details on the methodologies and instruments for MO
and VPO can be found elsewhere [17, 28, 90].

25.3 SEMIDILUTE POLYMER SOLUTIONS

The thermodynamic behavior of semidilute polymer solu-
tions is substantially different from that of dilute solutions
[15]. In the semidilute regime (ϕ > ϕ*), the chains inter-
penetrate each other reducing their overall motion. Under
this condition, viscosity and the osmotic pressure of the so-
lution rapidly increase with small changes in concentration
[26, 93]. The overlap concentration (ϕ*) decreases as the
chain length (or N ) increases and, consequently, the range
of the semidilute regime widens, although the upper limit
is ambiguous to define.

The mean field theory seems to be helpful in explaining
the behavior of semidilute solutions, but it fails in
explaining various experimental results [35]. Alternative
theories such as the blob concept and the scaling theory,
both introduced in the 1970s, have been successfully
applied to determine the thermodynamic behavior of these
solutions [15].

25.3.1 The Blob Model

Between two neighboring entanglement points of the same
chain there is a segment that occupies a domain or sphere
(blob) and that adopts its conformation independently of
other segments (Fig. 25.6). The chain segment within the
blob takes a similar conformation to that of the whole chain.
As this concept applies to all chain segments, the entire
solution is implicitly composed of blobs.

At the overlap concentration ϕ*, in a good solvent
(v = 3/5), the overall monomer density (ρ*) is [15, 26]

ρ∗ ∼= N R−3
g

∼= b−3N−4/5 (25.33)

A blob of size ξ has g monomers of size b, then ξ ∼= bgv .
Also, the density of monomers within the blob is ρ ∼= gξ−3.

Figure 25.6 Representation of blobs in a polymer chain. (See
insert for the color representation of the figure.)

The combination of these two relations (ξ ∼= b−5/4ρ−3/4)
indicates that the blob size decreases with concentration.
It can also be noticed that ξ is determined only by the
monomer density and not by N .

The blob size relative to the mean-square radius of
gyration is

ξ ∼= Rg

(
ρ

ρ∗

)−3/4

(25.34)

and the number of monomers in the blob is

g ∼= N

(
ρ

ρ∗

)−5/4

(25.35)

For ρ = ρ*, ξ = Rg and g = N . At ρ > ρ* both ξ and
g decrease (Fig. 25.7) because the chains become more
densely overlapped with each other.

In ideal solutions, the polymer chain moves as a unit.
The osmotic pressure for this solution is

πC→0 = ρ

N
kBT (25.36)

r∗ r∗
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Log r

− 3/4

Lo
g

x

Figure 25.7 Blob size as a function of monomer density for two
different chain lengths.
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Figure 25.8 Osmotic pressure reduced by ρ kBT as a function
of monomer density for two different chain lengths.

For semidilute solutions the segment of a blob moves as a
unit. The osmotic pressure for this solution depends on the
number of blobs per unit volume (1/ξ 3).

π ∼= kBT ξ−3 ∼= kBT b−15/4ρ−9/4 (25.37)

This relation indicates that in a semidilute regime π is
the same for solutions of polymers of different chain length
or molecular weight (Fig. 25.8); thus, at ρ > ρ* the osmotic
pressure is independent of M , contrasting with the behavior
of a dilute solution, in which π is strongly dependent on M.

25.3.2 Scaling Theory

In the scaling theory, introduced by de Gennes [15],
the osmotic pressure behaves like some powers (m) of
concentration and becomes independent of the degree of
polymerization (N ). For semidilute solutions (large x ),

π

kBT
= ρ

N
fII(x) = ρ

N
const

(
ρR3

g

N

)m

(25.38)

where fII is the scaling function. As Rg = bN 3/5,

π

kBT
= const b3mρm+1N(4m/5)−1 (25.39)

For m = 5/4, π is independent of N and dependent
on ρ9/4 [17, 26]. The dependence of π on ρin the mean
field theory (ρ2) is different from that in the scaling theory
(ρ9/4) by a factor of ρ1/4. Such difference is related to a
correlation effect given by the number of contacts between
monomers. The reduced osmotic pressure (π/πideal) plotted
as a function of the reduced concentration (ρ/ρ*), in a
double logarithm scale, displays a curve that shows the
change in slope to 5/4 for ρ/ρ* > 1 (Fig. 25.9).
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Figure 25.9 Reduced osmotic pressure as a function of reduced
concentration.

25.4 PROCESSING OF POLYMER SOLUTIONS

A large number of solution-based processing methods have
been used for manufacturing films and fibers from a wide
variety of commercial polymers [94–96]. These methods
are in fact ideal for the processing of nonmelting but soluble
polymers or for the processing of thermally sensitive
polymers. Also, they are often the most appropriate methods
for the fabrication of very thin films and fibers that cannot
be produced by melt extrusion, and they are particularly
useful to deposit functional thin and ultrathin films over a
wide variety of substrates.

25.4.1 Film Forming Processes via Polymer Solution

25.4.1.1 Solvent Casting Solvent casting is a method
for manufacturing films from a solution or dispersion [96].
In a standard process, the polymer and other components
are dissolved in a solvent and the resulting solution
is poured into a mold (usually an open vessel) where
the solvent evaporates leaving a residual film [97, 98].
Two main technologies, the wheel and the belt (or
band) casting processes are used in the industry to cast
continuous polymer films from solution (Fig. 25.10; 94,
99). The essential elements of these processes are the dope
preparation, the film deposition, and the film drying. The
dope is a polymer solution or dispersion normally prepared
using low vapor pressure solvents; it may contain some
other components like plasticizers, ultraviolet absorbers,
antistatic compounds, and release agents [100]. Standard
mixers are used to disperse the polymer and other solids
(or liquids) in the solvent or mixture of solvents to form a
homogenous dispersion that should be stable before and
during the film forming process [101]. The rheological
properties of the solution depend, among others, on the
concentration of solids, which typically ranges between 5%
and 40%, and on the temperature, which can vary between
room temperature and the boiling point of the solvents
[96, 102]. The dope is normally degassed to prevent the
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Figure 25.10 Schematic representation of the (a) wheel and
(b) belt casting processes.

formation of air bubbles during the film forming process
[103]. A filtration or clarification system is required to
eliminate gels, agglomerates, or some other undesirable
particles. The dope is continuously deposited as a thin film
of uniform thickness over an endless moving surface (wheel
or belt) that requires an accurate speed control. The surface
finish of the casting support is critical, taking into account
that the surface is accurately replicated onto the contact
surface of the casted film. Specially designed casters or dies
are used to homogeneously distribute the dope across the
moving surface. For best results, the flow rate in the die
may not exceed that corresponding to laminar flow. The
film drying can be performed through different methods,
including airstream and radiation heating, at relatively
soft conditions. The solvent evaporates all along the film
forming process while it is evacuated and conducted
up to a solvent recovery system. The evaporation rate
of the solvent depends on the solids’ content, which
continuously increases as the solvent evaporates [104].
Solvent evaporation takes place in essentially two stages:
in the first stage it is governed by the vapor pressure, but
as long as the polymer solidifies the solvent is retained
within the film and it is lost in the second stage by a
diffusion-controlled process [105]. Before the takeoff point,
the film is cooled down to reduce tackiness and to increase
its mechanical strength. Once detached from the support,
the semifinished film is air dried at both open surfaces in
further steps to be finally winded.

25.4.1.2 Coating Coating is a process of deposition of
a thin film over a surface or substrate to change its
characteristics and properties [39, 106]. Also, the term
coating describes any material applied as a thin continuous
layer to a surface. A wide variety of coating processes
can be performed from solution, the choice of one of
them depends on the characteristics and/or properties of the
solution, the substrate, the polymer and other components,
the solvent, and the final film, among others [107]. More
recent influences on the choice of the coating process are
environmental considerations, health and safety legislations,
and cost/benefit relationships [39]. Of primary importance
are solvents, which play a crucial role as diluents of
the polymer and other nonvolatile components [108].

Most diluents are organic solvents, although for specific
applications or for environmental reasons diluents such as
water are preferred [109, 110]. The flow properties are
highly dependent on the polymer/solvent characteristics
and their relative amounts in the solution [111]. Once
the solution is deposited, the solvent evaporates leaving
a regular film adhered to the substrate, which is composed
solely of the nonvolatile components. In general, deposited
films are soluble if they were solidified by evaporation
of the solvent, but they become insoluble if they are
cured (crosslinked) through chemical reactions [112, 113].
The film thickness depends on the solution concentration
(density), viscosity, polymer characteristics, and deposition
speed, among others [114–117]. Multilayer films can be
deposited from the same or different coating solution by
means of successive coatings [118, 119].

The most important coating processes for the deposition
of polymer films from solution are spreading, spraying
and flow coating. Spreading (e.g., brush and roller)
and spraying (e.g., air spray) are the most extensively
used methods for the application of architectural and
industrial coatings or paints [39]. Flow coating processes
are automated methods for the application of industrial
liquids (coatings) over a moving surface. They may be
broadly classified into two categories: self-metered and
premetered [120]. Self-metered ones include dip as well
as roll and blade coating, while premetered ones comprise
slot, slide, and curtain coating [121]. In self-metered
coating methods a reservoir is normally used for direct
or indirect coating. A blade often serves as a metering
flow element. In premetered coating methods, a coating
die delivers and distributes the desired amount of one or
more coating flows. The following are simple schematic
configurations of various common coating processes used
for the deposition of polymer films (Fig. 25.11).

Following are the important steps in coating processes:
preparation of the coating solution, deposition of the
solution over a substrate, and finally the solidification of the
deposited film (drying or curing). Most industrial coating
processes use automated coaters, although for some specific
coating needs hand application methods are still preferred.

In relatively recent years, singular coating processes
have emerged to comply with specific application needs,
especially for the deposition of functional or advanced
thin and ultrathin films. In these processes, the thickness
of deposited films can vary from one molecular layer
to thousands, depending on specific applications or end-
use requirements that can vary from simple protective
coatings to functional films as, for instance, patterned
films of π-conjugated polymers for electronic applications
[122, 123]. One of these processes is spin coating, which is
a simple and effective method to deposit thin and ultrathin
homogenous films across planar substrates. Compared with
other film forming processes, spin coating is perhaps the
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Figure 25.11 Schematic representation of (a) self-metered and (b) premetered coating processes.

simplest method to deposit thin films over a substrate,
although small changes in the process parameters can
greatly affect the final film characteristics and properties.
Other techniques, including LB deposition, layer-by-layer
(LbL) deposition, spraying, and epitaxy can be used for the
deposition (from solution) of films as thin as one single
molecular layer [118, 124–126].

25.4.1.3 Spin Coating Spin coating is a proce-
dure which involves the deposition of uniform thin
coating—typically having a thickness in the micron (thin)
and submicron (thin > 200 nm > ultrathin) ranges and
a total thickness variation of few nanometers—over a
rotating flat substrate (or wafer) [127, 128]. In a few
words, it is accomplished by flooding the substrate with
a solution and rotating it at a constant speed (1000–8000
rpm) [117]. Curved, patterned, and many other specific
surfaces can also be covered by this process [129–131].
Fluids of different nature, including sol–gel colloidal
suspensions [132], polymer solutions [133], and hybrid
materials [134], can also be processed by spin coating
following similar procedures. The spin coating method
is extensively used in microelectronics and related areas
for the deposition of photoresists [135, 136], protective
coatings [137], active layers in light emitting diodes [123],
among others. This is also a common choice of method for
research on thin and ultrathin functional films mainly due
to the high quality of deposited films along with additional
benefits when combined with various external fields [130].

The basic stages of the spin coating process are as
follows:

1. Deposition of an excess volume of a solution onto
the center of a substrate that might be held in a
perfect horizontal position, either immobile (static
dispense) or rotating at a relatively low speed
(dynamic dispense). Other modes of deposition can
be implemented [138].

2. Acceleration of the rotational speed of the substrate
(spin-up).

3. Rotation of the substrate at a rotational speed that
typically falls in the 103 –104 rpm range (spin-off).

4. Evaporation of volatile components while the sub-
strate is still rotating.

In standard practice, stages 1 and 2 take a minor fraction
of time compared to that consumed in stages 3 and 4.
A schematic representation of the spin coating stages is
depicted in Figure 25.12.

As established long time ago, the film thinning arises
basically from two distinct and quasi-simultaneous effects:
spreading of the fluid caused by radial forces and evap-
oration of the solvent [128]. The spin coating process is
not sensitive to the deposited volume as long as this suf-
fices to cover the substrate; excess volume is ejected off the
edge of the substrate [127, 139]. Most part of the solvent
is evaporated during spinning at a rate that depends basi-
cally on the volatility of the solvent, the rotation rate, and
the ambient conditions at the immediate film surroundings
[114]. A postprocess drying treatment helps to eliminate
the remaining volatile components and allows the film to
equilibrate [140, 141]. In some cases the surrounding air
phase is saturated with solvent vapor during film formation
providing in this way sufficient time for chain mobility.
This strategy has been used for instance for the recog-
nition of the topology of prepatterned substrates and for
fully developing a phase-separated microstructure in block
copolymers in the film [130]. It has been also used to pre-
vent film defects resulting from a rapid drying of highly
volatile solvents [136]. The thickness and quality of the
final free-solvent film (dry film) depends on multiple fac-
tors associated with the spin coating process, the solution
and substrate characteristics, and the ambient conditions
[117, 142]. In general, the higher the angular speed of
spinning and the lower the concentration of the solution,
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Figure 25.12 Basic stages in the spin coating process.

the thinner the film [123, 127, 128, 143]. The solvent and
polymer characteristics are also key parameters in deter-
mining the film thickness [123, 133]. It is to point out that
a minor variation in one of these and some other param-
eters can result in important deviations from the desired
film characteristics; therefore, the repeatability is one of
the most important challenges of spin coating. Commercial
spin coaters are currently available for extensive production
and experimental research. Technical details of commercial
spin coaters are fairly accessible in the web.

Theory Because of its wide usage, the spin coating pro-
cess has been much investigated from both the experimental
and the theoretical points of view. There exist extensive ex-
perimental data on the process that has permitted not only
to set up the process conditions for many specific poly-
mer/solvent systems, but it has also permitted to understand
the correlation of involved parameters and, therefore, to
improve the spin coating process to comply with specific
applications and research needs [114]. On the other hand,
the theoretical or mathematical modeling of the spin coating
process has been especially challenging due to the intricate
coupling between fluid rheology and solvent evaporation,
both having strong effects on the film thinning process
[123].

Pioneering works on the mathematical modeling were
very simple models in which flow and evaporation were
decoupled. In a first approach by Emslie et al. [129],
the film thinning (dh/dt) of a viscous flow of density ρ,
deposited onto a flat substrate that rotates at constant
angular velocity ω, was exclusively analyzed from the
rheological point of view. The problem was simplified
assuming Newtonian behavior (η0), regular initial film
thickness (h0), no significant gravitational effects, no
significant Coriolis forces, among others. The resulting
equation (in cylindrical polar coordinates r , θ , z ) allows the
calculation of the film thickness (h) after a time t , starting
with a liquid having a uniform initial thickness h0 (Eq.
25.40). These authors have also modeled the case of liquids
having irregular initial surface contours, demonstrating
that thick layer regions thin out much more rapidly
than thin ones, meaning that deposited fluids having a
nonuniform initial surface profile tend to homogenize with
time, confirming the utility of the spin coating process
for producing uniform films of desired thickness [138].
Although not suitable for actual physical flow situations
presented by most spin-coated fluids, this mathematical

model has captured the essentials of the flow characteristics
of liquids deposited onto a spin coater, and for this reason
it has been frequently taken as the starting point of the film
thinning modeling driven by centrifugal forces.

h = h0[
1 + 4

(
ρω2

3η0

)
h2

0t
]1/2

(25.40)

The work of Emslie et al. [129] was later extended by
Acrivos et al. [144] to the case of power law non-Newtonian
fluids, typical of concentrated polymer solutions. Contrary
to the behavior observed in centrifuged Newtonian fluids,
the non-Newtonian ones showed no tendency to form
uniform films, even those having a uniform initial surface
profile. The authors have thus concluded that spin-coated
films of Newtonian fluids have a much better chance to
be uniform. This is usually the case for sufficiently low
concentrated polymer solutions.

In the second approach, Meyerhofer [128] introduced the
film thinning (dh/dt)–evaporation rate (e) dependence to
the Emslie, Bonner, and Peck model. In contrast to Equation
25.40, where h tends to vanish with time, Equation 25.41
predicts the formation of a solid film, which attains a finite
final thickness (hf) at time tf. In this case, the hydrody-
namic analysis should consider the viscosity–concentration
dependence, but the problem has been simplified consider-
ing two separated subprocesses that omit such dependence,
assuming that in the first stage the outflow dominates
(concentration changes are neglected), but, once a specific
thickness is attained, the flow stops and from this point
on the second stage starts where the film thins only by
evaporation. The mathematical expression for calculating
the resulting final thickness for this model is as follows:

hf = S0

L0

(
3ηe

2ρ0ω
2

)1/3

(25.41)

where S0 and L0 are the initial volumes of the solute and
solvent, respectively, C 0 = S0/(S0 + L0) and η is a power
law function of concentration (η = ηsolvent + ηsolute Cγ ).
From this equation, it is clear that the film thickness is
greatly influenced by the evaporation rate, as confirmed by
Chen in an investigation on the solvent–evaporation effect
on the spin coating of thin films of poly(vinyl butyryl) and
cellulose acetate [114].



486 POLYMER SOLUTIONS AND PROCESSING

Bornside et al. [138] have developed a model for spin
coating in which evaporation has been analyzed in terms of
the mass flux (or mass transfer) from the liquid phase into
the adjacent gas phase. Such a mass flux is controlled by a
convection–diffusion process that depends on the solution
concentration that increases as the solvent leaves the liquid
phase. The characteristics of the gas phase in the close
vicinity may also have a specific effect on the evaporation
process. A modified model based on the equations of
Meyerhofer and Bornside was used by Chang et al. [123]
to predict the film thickness of spin-coated polymers. In
their model, two equations were used: one to predict the
wet film thickness, hw, after spin coating but before drying
and another to determine the final film thickness (hf). The
film thicknesses that they have theoretically predicted agree
well with those experimentally determined, especially in
solutions of low polymer concentration.

More recently, it was proposed that the flow dominates
only for a short period before the “onset” of a relatively
long intermediate flow/evaporation stage that culminates at
high concentration when evaporation becomes dominant.
The time interval for each one of these three stages
was calculated by Cregan and O’Brien using a formal
asymptotic approach [139]. These authors demonstrated
that in the first stage (from t0 to t ′) the flow dominates
while the layer thickness decreases rapidly, then, in the
second stage (from t ′ to t ′′), the flow and evaporation are
equally important from an asymptotic point of view, and in
the third stage the flow practically stops and the evaporation
dominates letting the film to thin linearly. Figure 25.13
shows a schematic representation of different models of
film thinning in a spin coating process.

Solution Thermodynamics in Spin Coating. A poly-
mer solution confined between two surfaces (thin film) may
show substantial differences in thermodynamic properties
when compared to those in bulk [145]; this is because
surface effects (important in thin films) may influence the
phase equilibrium as well as the kinetics of demixing.
Surface effects are important because they may lead to

a specific lateral-phase segregation, to a surface-oriented
phase separation, to the formation of a wetting layer or to
the breakup of a surface layer, among others [146, 147].

The preparation of polymer films from spin coating in-
volves rapid evaporation of the solvent along with the
formation of segregated domains that grow until their size
reaches the thickness of the film. Further growth of segre-
gated domains is then limited by the geometrical constrains
imposed by the film that thins continuously during the spin
coating process. The lateral growth of segregated domains
is determined by the complex interplay between different
time-dependent processes such as elongational flow under
a shear field, chain mobility, and solvent diffusion; there-
fore, the resulting morphology may be far from thermody-
namic equilibrium. In this concern, Walheim et al. [141]
studied polystyrene (PS)/solvent/poly(methyl methacrylate)
(PMMA) solutions, which are interesting systems because
PS and PMMA are strongly incompatible, show substantial
differences in solubility in common solvents, and interact
differently with substrates of different polarity. In addition,
one of the two phases can be easily removed by using
a selective solvent to obtain information from inside the
film. These authors have reported microscopic images of
thin films prepared from PS/solvent/PMMA solutions that
exhibit a lateral-phase-separated morphology consisting of
islands (PS or PMMA) whose composition differs from
that of the surrounding continuous phase (PMMA or PS).
They also examined the role of the substrate by using sub-
strates of different surface energy. In substrates of high
surface energy (polar) the PMMA forms a homogeneous
layer and on top of this layer a phase-segregated domain
structure is formed. A different polymer distribution may
occur when the solution is deposited onto a substrate of
low surface energy (nonpolar). In this hydrophobic sur-
face the bottom layer consists mainly of PS rather than
PMMA. The formation of a wetting PMMA (or PS) layer
indicates the occurrence of a surface-oriented segregation
process [148]. Segregation in thin films of PMMA–PS di-
block copolymers has also been studied, showing some
structural similarities driven by surface effects [149].
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Figure 25.13 Graphical representation of (a) Emslie, Bonner and Peck, (b) Meyerhofer, and
(c) Cregan and O’Brien models for the spin coating process.
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25.4.1.4 Langmuir–Blodgett Deposition In the LB film
deposition technique, a one-molecule-thickness (mono-
layer) film formed at an air–liquid interface is transferred
onto a substrate [150]. The monolayer film (also known
as Langmuir film) is built up with molecules partially
ejected from the liquid (usually water) subphase as a re-
sult of polar/nonpolar interactions. This gas-like phase is
then slowly compressed up to the formation of a floating
two-dimensional solid film that may have the molecules
laterally packed and with their polar head pointing toward
the water side. This process is normally monitored through
a surface pressure versus molecular area plot (or isotherm),
which shows the transitions occurring from the less com-
pressed gas-like phase to the solid phase, where molecules
are closely packed [151]. Defects such as holes, collapsed
regions, and grains can occur but they are, in general, re-
duced by taking extreme care during film preparation [152].
The monolayer films can be transferred onto hydrophilic
or hydrophobic substrates. Most reported works on LB
film deposition have been conducted with fatty-acid-type
materials (soaps), for which a wealth of information on ex-
perimental data exist; however, the preparation of thin films
with polymeric materials is of increasing interest, particu-
larly for polymers showing appropriate amphiphilic prop-
erties to form monolayer and multilayer films [152, 153].

25.4.1.5 Layer-by-Layer Deposition The LbL deposi-
tion is performed by using alternating oppositely charged
materials dissolved in an appropriate solvent [154, 155].
Other functionalities, such as hydrogen bonding, can also
be used as the driving force for film assembly [156]. Differ-
ent methods including dip coating, spin coating, and spray
coating can be used for LbL deposition of thin films, al-
though dip coating is the most preferred method [157]. One
of the main advantages of the LbL deposition method is the
high degree of control over the film thickness, which in-
creases linearly as the number of deposited layers increases
[155].

25.4.1.6 Epitaxy Epitaxial crystallization is a method of
deposition of thin solid films from a solution. In this process
a substance crystallizes (guest crystal) on the surface of a
crystalline substrate (host crystal) of similar or different
nature [126]. Examples of epitaxial crystallization range
from single atom arrangements up to the deposition of
complex synthetic and biological high molecular weight
molecules [158]. In fact, many investigations have been
devoted to the epitaxial crystallization of polymers to obtain
thin crystalline films, particularly from a dilute polymer
solution. Under this regime and favorable conditions,
single polymer molecules are trapped on the substrate
surface following a segmental contact that nucleates the
formation of crystal overgrowths. The resulting molecular
order of such overgrowths depends on different parameters

including temperature, solution concentration, polymer
characteristics (molecular weight, molecular architecture,
etc.), solvent nature, and substrate type. Epitaxy can
induce molecular arrangements that are not observed
under ordinary crystallization conditions. A number of
techniques of polymer film preparation by epitaxy on
selected substrates have been employed [158–161]. One
of the simplest techniques involves the preparation, at
high temperature, of a dilute polymer solution using a
high melting temperature substance that will act as a
diluent and as a substrate [159, 161]. On cooling, the
diluent crystallizes, providing surface substrates for the
subsequent crystallization of the polymer. The substrate
is then dissolved in an appropriate solvent and the
remaining crystalline polymer is recuperated. Other simple
method is the isothermal immersion method in which a
substrate is first introduced into a slowly boiling polymer
solution [162]. Then, this system is rapidly transferred
to a thermostated bath heated at a desired crystallization
temperature to induce the epitaxial growth. Next, the
crystallization is stopped by dilution using the same solvent
previously heated at the crystallization temperature. Finally,
the substrate is dissolved at room temperature using a
suitable solvent and the crystallized polymer is recuperated.
Inorganic salts such as the NaCl-like alkali halides single
crystals have been frequently used as templates [163],
although organic substrates also induce well-developed
epitaxial crystallization [126]. Polymer substrates have
been successfully used as templates as well [126, 164].
Numerous examples of epitaxial crystallization from a
polymer solution are reported in the literature [165, 166].

25.4.2 Fiber Forming Processes from Solution

Polymer fibers are normally manufactured through spinning
processes in which a viscous liquid (melt or solution) is
forced through multiple tiny holes (spinneret) to emerge
as continuous filaments. The principal spinning processes
from polymer solutions are wet, dry, and gel spinning.
All three methods involve the formation of continuous
filament strands by forcing the material through dies of
specific geometry and the subsequent removal of the solvent
to form solid filaments. A completely different method,
the electrospinning process, has been developed to obtain
nanoscale diameter filaments from polymer solutions.

25.4.2.1 Wet Spinning Wet spinning is a process in
which a polymer solution is forced through a spinneret
submerged in a coagulation bath (or wet bath), allowing
the filaments to precipitate (solidify) as soon as they come
out of the spinneret holes [167, 168]. These filaments are
removed from the bath by a rotating roll and then collected
in bundles, which are concurrently washed in successive
extraction baths to eliminate residual solvent, and finally
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dried. The solvent is selected according to the particular
fiber to be spun, and the nonsolvent (coagulant), which is
normally chemically inert to the film forming material, is
selected according to both the film forming material and
the extrusion solvent [169]. The as-spun fibers are drawn
under specific conditions to obtain final dimensions. The
morphology and final properties of filaments are highly
dependent on coagulation [40, 170–172] and also on the
drawing process that induces molecular orientation [173].
Acrylic [172], cellulose [40], aramid [174], spandex [175],
among others [168], can be produced by this process.

25.4.2.2 Dry Spinning In this process a polymer so-
lution is pumped through a spinneret and the emerging
filaments are dried (solvent evaporation) by using a high
temperature inert gas flow [176]. Solidified filaments are
grouped into bundles before being collected on a take-
up wheel. Dry spun fibers are normally drawn (stretched)
either during or subsequent to spinning to effect orienta-
tion of polymer chains, increasing in this way the tensile
strength of the material and other properties [177, 178].
Owing to environmental and safety reasons the use of this
process is limited. This process may be used for the pro-
duction of fibers of polymers such as acetate [179], acrylic
[180], polyamides [177], polybenzimidazole (PBI) [181],
and spandex [182]

25.4.2.3 Gel Spinning This is a process in which a
gel is spun into fibers and then ultradrawn to reach final
dimensions and strength [183, 184] This process is also
known as dry–wet spinning because the fibers are first air
dried, then cooled in a liquid bath. The gel is a semidilute
solution with partially crystallized chains (liquid crystalline
state) showing entanglement of low density that allows the
polymer molecules to reach high orientation in the drawing
process. The high orientation of molecules gives rise to the
formation of high performance fibers normally showing an
outstanding tensile strength property. Some high-strength
polyethylene and aramid fibers are produced by gel spinning
[183, 185].

25.4.2.4 Electrospinning Electrospinning is a method
for the production of nanofibers. Although molten polymers
have been successfully electrospun [186], electrospinning is
above all a process for polymer solutions. In this process
high voltage is applied to a polymer solution to create an
electrically charged jet, which is continuously ejected from
the tip of a capillary tube by the effect of an applied electric
field [187]. Before reaching a collector, the jet loses the
solvent by evaporation and the polymer molecules come
close to each other to form nanoscale diameter fibers. The
applied voltage induces electrical charges on the surface
of the fluid (at the tip), which initially elongates up to the
formation of a Taylor cone, and once the induced repulsive
electrostatic force surpasses the surface tension of the fluid,

an electrically charged jet is suddenly ejected toward an
oppositely charged screen. This primary charged jet may
split into multiple jets of different diameter.

Solution characteristics such as concentration, elastic-
ity, viscosity, surface tension, nature of the solvent (or
solvents), and conductivity, along with processing vari-
ables such as applied voltage, capillary tip to collector
distance, and processing temperature, are important param-
eters in electrospinning [187]. All these characteristics may
be considered to get free-defect continuous nanofibers of
determined average diameter. In general, the fiber diameter
is proportional to concentration and viscosity. As the vis-
cosity of solutions is significantly reduced by heating, high
concentrated solutions can be electrospun at high tempera-
tures.

Electrospinning has been conducted with a variety of
polymer solutions in different solvents at concentrations
ranging from 0.5 to 30 wt%, although most reports indicate
concentrations ranging from 10 to 20 wt%. Electrospinning
is applicable to a wide range of polymers such as
polyamides, polyester, and PBI [188], as well as to
polymers such as DNA [189], polypeptides [190], or others
like π-conjugated (or conducting) polymers [191].
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