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15.1 INTRODUCTION

Advances in molecular manipulation techniques, together with an ever-increasing
accumulation of genetic information, are progressively opening new possibilities for
gene therapy and biomedical engineering. By combining naturally occurring genetic
components in unique ways, it has become possible to artificially engineer genetic
networks that possess increasingly sophisticated functional capabilities.Byanalogy to
electronic circuit engineering, the desired characteristics of such networks can be
rationally designed and tested through predictive modeling. Similarly to electrical
networks, genetic networks also possess ‘‘input” and ‘‘output” functionality such that
they are capable of monitoring and responding in highly defined mechanisms. The
creation of synthetic networks from well-defined modular components has enabled
researchers to investigate and test many network characteristics found in natural
genetic networks. It is from an applied perspective, however, that synthetic genetic
networks represent a truly exciting innovation. It is not difficult to envisage applica-
tions where synthetic networks could be used to manipulate cellular behavior in
a highly orchestrated way. While these concepts are still in their infancy, significant
progress has been made in the creation of first-generation synthetic networks, which
will one day enable the engineered control of cellular function to become a viable
reality.
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This chapter begins by describing the modular genetic components that form the
building blocks of engineered genetic networks. It then describes the development
of both simple and complex networks, many of which were initially developed in
prokaryotic systems, but which have been subsequently extended to eukaryotic
systems. The focus is upon describing networks that have been experimentally tested
and validated. It does not cover the extensive modeling and computational work that
has been conducted on either synthetic or natural genetic regulatory networks (readers
are referred to Chapter 7). Advances in network functionality have been made on
both the input and output dimensions. Examples of output functionality include the
generation of stable behavior, such as bistable toggle and hysteric switches, and
dynamic behavior such as an oscillatory network. From an input perspective devel-
opments include the creation of logical information ‘‘gates,” where a range of input
combinations produce highly defined outputs in a manner directly analogous to
electrical circuits; the development of transcriptional cascades, which have enabled
the range of inputs to a network to be greatly increased; and the development of novel
sensory networkswhich, for example, can detect inputswithin a defined concentration
range, or respond precisely to a rising level of an input. The chapter concludes by
presenting the initial first steps into the emerging field of semisynthetic networks.
These are prosthetic genetic networks that are capable of responding to physiological
cues so that they are effectively integrated into the host-cell’s biology. Such networks,
in response to acute or pathological cues, hold great promise for the controlled
manipulation of cellular processes such as protein synthesis, metabolism, cell growth,
and differentiation.

15.2 NETWORK BUILDING BLOCKS

While synthetic in the sense that they are artificially designed and created, synthetic
genetic networks are actually engineered from naturally occurring genetic compo-
nents. A discussion of these networks requires a basic understanding of these
components and the manner in which they interact. While gene expression can be
regulated and artificially manipulated at a number of levels, the networks described
below have only utilized a limited number of transcriptional control elements.
Hence, this overview is limited to the mechanisms and components that have been
used in these systems. A comprehensive overview of other gene control systems and
their application can be found in several recent reviews [1–3].

Transcriptional control operates at the level of mRNA synthesis through the use
of inducible transcriptional activators and repressors that are capable of binding
naturally occurring or specifically engineered promoters. The majority of systems
utilize bacterial response regulators or activators that, upon binding to a target
promoter, inhibit or activate transcription respectively. Binding of a specific molecule
to the response regulator induces an allosteric change leading to disassociation of the
regulator from its cognate promoter.

Prokaryotic gene control systems generally use inducible repressors and activators
drawn from well-documented genetic operons such as the lac operon of Escherichia
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coli [4], the tetracycline-resistance transposon Tn10 [5], or the lcI repressor of
bacteriophage lambda [6]. In each case, the respective response regulator binds to
a DNA sequence, typically a short tandem repeat referred to as the ‘‘operator,” located
within or adjacent to a promoter where it either enhances transcription or sterically
hinders the initiation of transcription. By substituting operators across different
strength promoters it has been possible to generate inducible systems with varied
induction characteristics [7].

Bacterial response regulators also form the basis of synthetic eukaryotic gene
regulation systems although given transcriptional differences they require adaptation.
This has been successfully achieved for many bacterial response regulators by
placing the operator for the response regulator adjacent to an eukaryotic compatible
promoter [8]. The response regulator thus acts as a heterologousDNA-binding protein
(DBP)whose associationwith the desired promoter canbe controlled through addition
of an appropriate inducer. If the operator is placed close to an strong constitutive
promoter (e.g., PCMV, cytomegalovirus immediate early promoter), DBP binding can
sterically prevent the initiation of transcription by RNA polymerase II machinery.
Alternatively, transcription can be actively repressed by fusing a eukaryotic tran-
scriptional silencer, such as the Kruppel-associated box protein (KRAB), to the
DBP [9]. Such systems are referred to as ON-type systems, as the addition of an
inducer leads to derepression of transcription (Fig. 15-1). In an OFF-type configura-
tion, in which addition of inducer leads to transcriptional silencing, a transcriptional
activation domain, such as the Herpes simplex virus VP16, is fused to the DBP [10].
By placing the corresponding operator site adjacent to a minimal promoter (e.g.,
PhCMVmin,minimal versionof thehumancytomegalovirus immediate early promoter),
DBP binding activates transcription from an otherwise silent minimal promoter.
Addition of an inducer results in subsequent deactivation of transcription.

As many prokaryotic antibiotic response regulators have been well described,
and given the low interference of many antibiotics with eukaryotic biology, they
represent an ideal class of inducible DBPs for eukaryotic gene control. Using the
aforementioned configurations, eukaryotic gene control systems responsive to tetra-
cyclines [11], streptogramins [12], and macrolides [13] amongst others have been
developed. As these gene control systems do not interferewith each other, they can be
readily combined. For this reason, and their nonpleiotrophic effects, they have formed
the basis of most eukaryotic synthetic gene networks. A list of the common transcrip-
tional control elements used in the assembly of both prokaryotic and eukaryotic
synthetic gene networks is provided in Table 15-1.

15.3 CHARACTERIZATION OF SIMPLE AND COMPLEX NETWORKS

The past decade has seen a progressive increase in the development and application
of both prokaryotic and eukaryotic synthetic networks. In some cases, these networks
have been relatively simple and have been used to test and investigate naturally
occurring phenomena. In other cases, the networks exhibit far greater complexity as
theyseek toreproduceorcreatemuchmoresophisticated functionality.Whenadopting
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the electrical circuit analogy it is possible to describe synthetic genetic networks in
terms of their input functionality—how the network receives and integrates specific
signals aswell as their output functionality—how the network produces andmaintains
a specific pattern of expression. Given that much of the pioneering work in synthetic
circuits was directed toward producing novel patterns of gene expression, it is
expedient to commence with network descriptions of output functionality.

In considering the design of a synthetic genetic network for a biological application
it is useful to imagine what kind of functions one might wish to create. Thus, some
applications may benefit from a mechanism that ensures a network produces a
consistent and stable response even when there are considerable random fluctuations
in either network components, inducer concentrations, or cellular components more
broadly. For other applications, onemay require a system that producesmore than one
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Figure 15-1 Molecular configuration of OFFandON synthetic eukaryotic gene regulation. In the

OFF configuration, a DNA-binding protein—typically a bacterial transcriptional repressor—binds

a specific operator site placed adjacent to a minimal promoter (PMIN). An activation domain fused

to the DBP activates polymerase-mediated transcription of a gene of interest (GOI). Addition of

an inducer specific to the DBP causes an allosteric change resulting in disassociation of the

transactivator with subsequent transcriptional arrest. In the ON configuration, the DBP is fused to

a repressor domain. Binding of DBP-TR to an operator site placed adjacent to a constitutive

promoter (PCON) represses transcription of the GOI. Again, addition of a DBP specific inducer

results in transrepressor disassociation although in this configuration, repression is abolished

resulting in expression of the GOI [8].
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discrete expression state. A mechanism that ‘‘remembers” what conditions the
network has been exposed to may be useful in applications where only a transient
pulse of an inducer is required or expected. Amechanism that not only remembers the
past but also reacts differently to subsequent changes would also be desirable. Finally,
a mechanism that produces continuous oscillations in expression readout may be
highly practical where repeated temporal expression is required. All of thesemechan-
isms have their counterpart in natural biological systems where they represent the
molecular controls for numerous basic cellular functions ranging from cellular
differentiation, cell-cycle control, and circadian rhythms. It is therefore not surprising
that genetic engineers have applied considerable effort to synthetically reproduce
these mechanisms. Apart from being useful tools, such synthetic networks also shed
considerable light on how the equivalent mechanism occurs in a natural system.

15.3.1 Expression Stability

To produce a unified and consistent outcome a biological process, whether it involves
metabolic homeostasis or cellular growth and development, must be capable of
withstanding a certain degree of variation and difference [14–16]. As cellular
biochemical networks are highly interconnected, a perturbation in reaction rates or
molecular concentrations may affect multiple cellular processes including transcrip-
tion, translation, and RNA and protein degradation—all of which impact gene
expression. Systems that, despite the influence of considerable variation and random
perturbation, are capable of remaining close to a steady state can be characterized
as stable (or robust). Existing artificial gene regulation systems are typically highly
susceptible to even modest fluctuations in regulatory components, which can signifi-
cantly affect expression performance. In contrast, many natural gene networks
intrinsically exhibit high stability. A natural question, therefore, is which mecha-
nism(s)would enable a network towithstand suchvariation?Akeydevelopment inour
understanding of how stability is maintained was through the discovery of auto-
regulatory feedback loops in which proteins, directly or indirectly, influence their
own production [17]. An autofeedback mechanism can either be negative, in which a
protein inhibits its own production, or positive, in which a protein stimulates its own
production.

Although it had been proposed that autoregulatory negative feedback loops
provide stability, thereby limiting the range over which the concentrations of network
components fluctuate, it was Becskei and Serrano who first demonstrated how
a negative feedback mechanism can increase expression stability (Fig. 15-2) [18].
By fusing green fluorescent protein (GFP) to the tetracycline-responsive repressor
protein (TetR) they were able to measure variations in TetR expression (measured by
coefficient of variation in fluorescence intensity) across a population of E. coli.
In using an established prokaryotic gene regulation system they created a negatively
autoregulated system in which TetR inhibits its own transcription, as well as an
unregulated systemwhereTetRhas no influence upon its transcription rate.Consistent
with predictions frommathematical modeling, the experimental data showed that the
autoregulated system exhibited a threefold narrower variation in expression levels
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than the unregulated system. Furthermore, through the addition of anhydrotetracy-
cline (aTc), which causes TetR to dissociate from its cognate operator thereby
reducing feedback repression, it was possible to introduce variation levels into the
autoregulated system which approached the variation levels observed in the unregu-
lated system. Hence, in this simple synthetic network negative feedback provides
a mechanism for ensuring a more stable expression state. This is consistent with
observations of expression stability in natural systems for either prokaryotes or
eukaryotes in which transcription factors are known to use both positive and negative
autoregulation to control their own production [19,20].

A key requirement for many networks and biological functions is the capacity to
producemore than one discrete stable expression state. The creation of binary, or even
multiple, expression states raises a number of possibilities for how a network can
transition fromone state to the other (Fig. 15-3). In a classic graded expression system,
an increase in the concentration of an inducer generates a graded (or continuous)
transcriptional response that, in a graphical representation, resembles a sigmoid
shape. This pattern is due to transcriptional cooperativity in which initial binding
of a transcriptional regulator to a promoter enhances subsequent binding of further
regulators to the same promoter. This can either be due to cooperative binding or
regulator multimerization [21]. Yet, in some systems the switch from one state to

Figure 15-2 Expression profile of (a) an unregulated genetic system compared to (b) an

equivalent system utilizing negative autofeedback. Both systems were based on the same

architecture in which a promoter was used to control expression of a fusion protein consisting

of the tetracycline repressor (TetR) and GFP in E. coli. In the regulated system, the promoter

contained two tetracycline repressor operator modules (PLtet01). Negative feedbackoccurs asTetR

repressors transcription from PLtet01. In the unregulated system, TetR was prevented from

interacting with the promoter by substituting the TetR operator with a different (LacR) operator

(or by the functionally equivalent step of mutating the TetR-DNA-binding domain). In this way, the

feedback mechanism was eliminated without altering other aspects of the genetic system. The

resulting distribution of expression states for the unregulated system was wider than the corre-

sponding distribution for the negative feedback system thus demonstrating the higher stability of a

genetic system employing autofeedback [18].
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another can be so swift as to almost represent discontinuous behavior.With increasing
sophistication such a quasi-discontinuous switch can have different switching
dynamics depending upon its starting point (i.e., hysteresis) or may even be self-
sustaining (i.e., toggle) and/or irreversible. In addition to providing a means of
achieving a single stable expression level, feedback regulation is also an important
mechanism for producing a binary, or bistable, expression state in response to different
input parameters [22].

15.3.2 Binary Expression

A graded transcriptional response typically results in a unimodal expression pattern
where, when viewed across a cell population, there is no evident separation of
expression states (Fig. 15-4). This remains so evenwhen an inducer is used to increase
expression—the resulting distribution is simply shifted upward reflecting an overall
increase in expression across the entire cell population. Using a common tetracycline-
responsive transactivator (TetR-VP16) and GFP reporter, it has been demonstrated
that a simple autofeedback mechanism can create a binary expression readout in
Saccharomyces cerevisiae [22]. By introducing positive feedback into the classical
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Figure 15-3 Stimulus–response profiles for (a) graded, (b) generic bistable, (c) hysteretic

bistable, and (d) self-sustaining bistable genetic networks.(a) In a graded genetic system an

increasing stimuli is progressively converted into an increasing response, which often adopts a

sigmoidal pattern due to activator or repressor cooperativity. (b) In a generic bistable network the

system exhibits quasi-discontinuous behavior whereby it only resides in one of two alternative

steady states and not an intermediate state. Through changes in stimuli beyond a threshold point it

is possible to switch or ‘‘toggle’’ the system from one state to another. (c) A hysteretic bistable

network requires differing threshold stimuli levels to switch between steady states depending upon

the starting state of the system. (d) In a self-sustaining bistable network the system remains in one

steady state indefinitely evenafter the stimulus used to create that state has been removed [37,38].
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TetR-VP16 transcription system, in which expression of TetR-VP16 positively
influences its ownproduction rate, a binary distribution patternwas producedwhereby
the cell population was clearly divided into discrete pools of ON and OFF cells.
Importantly, following progressive administration of increasing inducer levels, the
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Figure 15-4 Graded response profile of (a) a classic transcription control system relative to

(b) a bistable expression profile using a positive autofeedback mechanism. Both the classic and

autoregulated systems were based on the tetracycline-dependent transactivator (TetR-VP16)

eukaryotic transcriptional system. In the classic graded system, a strong constitutive CMV

promoter (PCMV, cytomegalovirus immediate early promoter) was used to transcribe TetR. For

the autoregulated system, the constitutive CMV promoter was replaced with a TetR-inducible

promoter (PTET) thereby creating a positive autofeedback loop. In both cases, a chromosomally

integrated TetR-inducible GFP reporter construct was used to assess expression profiles. The

classic graded system exhibits a unimodal distribution pattern which, following addition of

doxycycline, shifts progressively to the right. The autoregulated system exhibits a bimodal

distribution pattern that does not shift upon inducer addition. Rather, doxycycline addition con-

comitantly alters the proportion of cells residing in either of the two expression states [22,38].
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pools did not significantly shift relative to each other, but rather the distribution of
cells between the ON and OFF pools changed inversely. This indicates that the
autofeedback mechanism prevents cells from adopting an intermediary expression
status such that they can only reside in one of the two possible states. Despite, the
delineation of expression into one of two states, it was observed that individual cells
did not necessarily remain in a fixed state. Across a range of inducer concentrations,
a certain proportion of cells randomly flipped between states indicating that the binary
states were not entirely stable.

15.3.3 Bistability

A binary expression system that does not exhibit random switching between two
expression states is said to be bistable. Bistability is a minimal requirement for a
network to possessmemory in which the state of the network stores information about
its past [23]. In addition to bistability, a network can only possess memory where it
remains in an expression state long after the stimulus used to force it into that state
has been removed. Such a self-sustaining mechanism is analogous to a typical light
switch or toggle. Switching a light ON or OFF only requires a single transient, rather
than a persistent, input.

15.3.3.1 Bacterial Toggle A pioneering step in the development of synthetic
networkswas thecreationofaplasmid-based bistable expression switch inE.coli [24].
The switch was constructed from two inducible bacterial repressors, transcribed
from two similar strength promoters selected such that each repressor inhibited the
promoter of the opposing repressor (Fig. 15-5). By placing a fluorescent reporter gene
(GFP) downstream of one of the repressors it was possible to monitor which repressor
was currently active, and thereby the expression status of the network. Owing to the
mutually inhibitory arrangement of the two repressor genes, the network was capable
of one of the two binary states: A HIGH state in which the first repressor and
the downstream GFP reporter are transcribed from the second promoter, and a LOW
state in which the second repressor is transcribed from the first promoter. In the
absence of relevant inducers, the network can initially adopt either state, but once
committed remains in the adopted state indefinitely. However, through the addition of
a relevant inducer, it was possible to switch the network from one state to the other.
The addition of an inducer to the active repressor enables the opposing repressor to be
maximally transcribed. Once the opposing repressor has reached a certain level it
represses transcription of the initially active repressor. As the prevalence of the
opposing repressor over the initially active repressor becomes self-perpetuating, the
inducer can bewithdrawn and the network continues indefinitely in its altered state. In
this manner, the network behaves as a bistable ‘‘toggle” switch in which the
maintenance of either expression state does not require an ongoing inducer or
stimulus. Furthermore, the status of the toggle could be maintained across cell
generations indicating that network memory could be passed to progeny cells.

Six different toggle switches, employing different promoter-repressor pairs, were
designed and characterized. Together with a mathematical approach it was possible
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to predict and assess many of the properties required for bistable switching. The
interaction between toggle components was described using a simple differential
equation model based upon rate equations for each repressor’s production, repression
activity, and degradation/dilution. Importantly, two criteria were found to be critical
for robust bistability. First, each repressor had to be capable of cooperative repression
at the promoter to which it binds. Mathematical modeling predicted that it is not the
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Figure 15-5 Engineered self-sustaining bistable ‘‘toggle’’ switch in E. coli. (a) Genetic design

and (b) response profile.The genetic toggle switch was constructed from two sets of mutually

opposing repressors/promoters. In the depicted configuration, the TetR repressor inhibits tran-

scription of the Lac repressor from the PLtetO-1 promoter. The Lac repressor in turn inhibits

transcription from a Ptrc-2 promoter of the TetR repressor, a downstream ribosome-binding site

(RBS) and a reporter gene (GFP). In the absence of inducers, both repressors mutually inhibit

each other resulting in a low expression state. Addition of isopropyl-b-D-thiogalactopyranoside

(IPTG) results in derepression of the Lac repressor and subsequent full expression of the TetR

repressor and GFP (a HIGH expression state). Conversely, addition of aTc causes deinhibition of

the TetR repressor with subsequent full expression of the Lac repressor (a LOWexpression state).

In both cases, only a transient pulse of inducer is required to enable the opposing repressor to be

maximally transcribed until, in a self-perpetuating manner, it stably represses the originally active

promoter [24].
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strengthof thepromotersperse, but rather thedegreeof cooperative repression that has
a direct impact upon system robustness, defined as the ability to avoid stochastic
switching between expression states. Thus, even weak promoters should be capable
of bistability as long as cooperative repression is sufficiently high. Second, it was
predicted that the rates of synthesis of the two repressorsmust be evenlybalanced.This
was empirically confirmed in one set of toggle components that were only capable of
a single steady state due to uneven repressor synthesis rates. The different toggles also
provided insight into the dynamics of switching time—defined as the time required for
the relevant inducer tomediate a sustainable switch—although in this case the primary
determinantwas surprisingly not the rate of elimination of the initially active repressor
protein. In one toggle system, requiring IPTG-induced inhibition of a repressor, the
switching time was 6 h. In contrast, when a temperature sensitive repressor was
employed, the immediate inhibition of the repressor caused by thermal destabilization
resulted in sustainable switching occurring within 35min.

The construction and characterization of several toggle switches illustrates the
increasing utility of synthetic genetic networks. The construction of synthetic net-
workswith varying properties enabled the testing and empirical validation of physical
and mathematical approaches to gene regulation. While these approaches have been
previously applied it has not been possible to test their predictions. Synthetic gene
networks are a useful tool for this purpose and should permit the qualitative behavior
of gene regulation to be studied and described in a manner analogous to that
already conducted for enzyme regulation. It also highlights the importance of correct
component selection and compatibility in creating a network with desired specific
behavior [25].

15.3.3.2 MammalianToggle Asyntheticmammalian toggle switch capable of
bistable expression has also been created, employing the same network architecture
used in the synthetic E. coli toggle switch [26]. In this case, however, two eukaryotic
transrepressor control systems were used: the E-KRAB system that is responsive to
macrolide antibiotics such as erythromycin (EM) and the Pip-KRAB system respon-
sive to streptogramin antibiotics such as pristinamycin (PI) (Fig. 15-6). A mutually
opposing configuration, whereby each system represses expression of the other
systems’ transrepressor, generated two alternate stable expression states.

In the absence of either inducer molecule the network is balanced so long as both
systems exhibit the same (low) expression levels with neither expression system able
to prevail over the other. However, this balance can be tipped by addition of either
inducer molecule in which case expression from one system is increased while
expression from the other system is simultaneously repressed. Depending on the
inducer added, the result is one of the two alternate expression states in which
one transrepressor is expressed much more highly than the other. By placing a
reporter gene (i.e., SEAP) immediately downstream of one of the transrepressors
(i.e., Pip-KRAB), it was possible to tie SEAP expression to Pip-KRAB expression
thereby obtaining a readout of the network status. AHIGH response, corresponding to
high (or derepressed) Pip-KRAB expression, was obtained following induction with
erythromycin whereas a LOW response, corresponding to low (increased repression)
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Pip-KRAB expression resulted after induction with pristinamycin. Importantly, once
the network balance had been tipped toward one state, the change became self-
perpetuating and, following removal of the initial inducer, was not lost. This was in
contrast to isogenic control experiments using separate Pip-KRAB and E-KRAB
systems where expression levels markedly decreased following inducer removal. In
addition to self-sustainability, it was also demonstrated that the systemwas reversible,
and that the expression profile could be repeatedly switched between expression states
over a two-week period.
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Figure 15-6 (a) Genetic construction and (b) response profile of engineered self-sustaining

‘‘toggle’’ switch.The mammalian toggle switch was assembled using two antibiotic-inducible

transrepressor control systems, which were arranged to repress each other’s expression.

Erythromycin-inducible E-KRAB repressors transcription of Pip-KRAB and the human model

reporter protein SEAP (human placental secreted alkaline phosphatase)—whose translation is

modulated by an internal ribosome entry site (IRES). Pristinamycin I-inducible Pip-KRAB in turn

repressors expression of E-KRAB. In both cases, addition of the respective inducer inhibits

the repressive effect of the responsive transrepressor. Transient administration of EM results in

PETR-driven coexpression of Pip-KRAB and SEAP with concomitant repression of E-KRAB

(a HIGH response), whereas transient administration of PI results in PPIR driven expression

of E-KRAB with concomitant corepression of Pip-KRAB and SEAP (a LOW response). Both

responses were maintained in a steady state following removal of relevant inducer molecules

(nonshaded region) [26].
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These two characteristics, sustained expression stability and reversible switching,
are also key requirements for epigenetic imprinting or memory that occurs when
differential expression levels are imprinted and passed to subsequent cell generations
well after the original signal generating that expression level has been removed.
Many natural epigenetic switches have been characterized where their role has been
implicated in coordinating diverse processes such as cell fate and memory [27], plant
development [28], and lysogeny [29,30]. In this case, the synthetic mammalian
switch provides one possible model for how epigenetic imprinting may occur at
the transcriptional level in multicellular organisms. Beyond this, however, the toggle
switch may also have important therapeutic applications. Classical transcription
control systems operate in a dose-dependent manner and therefore require the
on-going presence of regulating molecules to sustain transgene expression levels.
Prolonged exposure to regulating molecules (e.g., antibiotics) can be associated with
clinical ramifications such as the selection of pathogen resistance [31] and the
accumulation of antibiotics in bone and teeth [32]. A self-sustaining, yet reversible,
genetic network that requires only a transient stimulus to establish a steady state may
provide an attractive means of overcoming such considerations.

15.3.4 Hysteresis

In a typical bistable switch movement between expression levels occurs in a quasi-
discontinuous manner once a controlling stimulus crosses a specific threshold. This
threshold is the same regardless of the direction in which the switch is being moved.
A refinement on this switch is where the threshold required to move the switch in
one direction is different to the threshold required to move it in the other direction.
Thus, the threshold required to flip the switch depends on the starting state of the
switch. This phenomenon, which can occur at molecular or macroscopic levels, is
known as hysteresis [33]. To use a nonbiological example, traffic jams often exhibit
hysteresis because the car density required to alleviate the traffic jam is less than the
density that initially caused the jam. In a genetic network, a switch exhibits hysteresis
when a different concentration of inducer is required to shift a system from one state
to another than is required for the reverse shift [18,22,24,29,34,35]. Hysteretic
behavior has been observed in several natural examples including the control of
lactose utilization inE. coli [33], and ensuring unidirectional cell-cycle progression in
eukaryotes [36]. A significant benefit of a hysteretic system is its inherent ability to
buffer againstmodest changes in the inducingmolecule. Thus, to switch a system from
one state to another and then to back again requires a far greater change in inducer
levels than in an equivalent typical bistable switch. Such devices could have broad
potential for applications in which the input signal is prone to minor fluctuations but
for which a constant all or nothing expression status is required.

Using a positive autofeedback mechanism and competitive transcriptional
mechanism, a synthetic hysteretic switch has been constructed in mammalian
cells (Fig. 15-7) [37]. The system used a tetracycline-dependent transactivator
(TetR-VP16), which induces its own transcription via positive feedback together
with a reporter gene (SEAP), as well as a competing erythromycin-dependent
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transrepressor (E-KRAB), which was capable of inhibiting the TetR-VP16 mediated
positive feedback. The hysteretic behavior of the synthetic network results from the
competitive interaction of TetR-VP16 and E-KRAB for an engineered hybrid pro-
moter (Phybrid) that was responsive to both TetR-VP16 and E-KRAB. At low-EM
concentrations E-KRAB binds Phybrid and inhibits both TetR-VP16 positive
feedback and SEAP expression (i.e., an OFF configuration). At high-EM concentra-
tions, disassociation of E-KRAB from Phybrid enables TetR-VP16 mediated transac-
tivation resulting in positive autofeedback and high SEAP expression (i.e., an ON
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Figure 15-7 (a) Genetic design and (b) response profile of an engineered mammalian hysteretic

switch.The hysteretic eukaryotic switch is based upon a chimeric promoter (Phybrid) that drives

expression of a SEAP (human placental secreted alkaline phosphatase) reporter gene and, via an

IRES, the tetracycline-dependent transactivator (TetR-VP16). Phybrid is responsive to both TetR-

VP16, which establishes a positive autofeedback loop, as well as the erythromycin-responsive

transrepressor (E-KRAB), which is independently expressed fromaseparate constitutive promoter

(PSV40). E-KRAB inhibits Phybrid in an EMdose-dependentmanner whereby a higher concentration

of EM is required to switch the system from OFF to ON than is required to return the system from

an ON to OFF state. The switching behavior of the network is therefore dependent upon the

network’s EM cultivation history [37].
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configuration). The observed hysteretic behavior occurs due to the interaction at
intermediate EM concentrations where the prevalence of E-KRAB-mediated inhibi-
tion versus TetR-VP16-mediated positive feedback depends upon historical EM
concentration. A high historical EM concentration means a high level of TetR-
VP16 is already present, which therefore requires greater E-KRAB activity, and
correspondingly lower EM concentration, to drive the expression state from ON to
OFF. The converse applies for low historical EM concentrations where minimal to no
TetR-VP16 is present. In this case a significantly higher EM concentration is required
before TetR-VP16 autoexpression becomes self-sustaining. For TetR-VP16 to out-
compete E-KRAB full derepression of all E-KRAB activity is required which is
achieved through a relativelymuch higher EM concentration. In this process the level
of activeTetR-VP16, and therefore the extent of positive feedback, acts as amolecular
‘‘memory” of the historical EM concentration of the system. If the extent of positive
feedback is reduced, for example through tetracycline addition, which reduces the
level of active TetR-VP16 in the system, then the EMconcentration required to switch
the system between ON andOFF configurations begins to resemble a classical graded
profile thereby removing the hysteretic effect. While it was not possible to test using
the constructed system, it is plausible that if the positive feedback within the system
couldbe rendered sufficiently strong, theneven the complete removal ofEMwouldnot
be sufficient to enable E-KRAB to outcompete TetR-VP16. In such an event the
system would exhibit irreversibility.

The importance positive feedback mechanisms has long been recognized as
essential for many cellular processes and is increasingly being identified in natural
biological systems, including signaling pathways [29]. For example, thematuration of
the Xenopus oocytes involves the p42 mitogen-activated protein kinase (MAPK) and
the cell-division cycle protein kinase Cdc2, which form positive autofeedback loops.
Both mediators generate an irreversible switch-like response following transient
stimulation with the steroid hormone progesterone. If the feedback loops are selec-
tively disrupted using specific inhibitors, progesterone-induced maturation can still
occur, however, the presence of progesterone must be actively maintained. Thus,
following disruption of positive feedback the ability of the system to ‘‘remember”
a transient signal is compromised [35,38].Using synthetic genetic networks it has now
also been possible to empirically demonstrate the role of feedback mechanisms in
ensuring expression stability.

The synthetic networks described above show that either a single positive feedback
loop or a double negative feedback loop can result in bistability. Future work in
designing synthetic systems, as well as the study of naturally occurring networks,
may yet identify other mechanisms for switching and the generation of sustainable
responses to transient stimuli.

15.3.5 Oscillator

Expression stability is a common element of all the aforementioned networks.
Dynamic instability, in which transcriptional components are in a constant state of
flux, can result in an equally excitingbehavior characterized byperiodic, as opposed to
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stable, expression. Where such periods are of a consistent period and amplitude, and
require minimal to no external stimuli, the resulting behavior is oscillatory in
character. Such behavior is found in a wide range of natural systems from archae-
bacteria to eukaryotes with the most well-known example being the circadian
rhythm [39]. In humans, processes such as body temperature modulation, endocrine
production and release, and immune responses exhibit circadian oscillations [40].
Circadian clocks have been proposed to consist of autoregulatory loops that
use transcriptional feedback and high protein decay rates to maintain 24 h periodicity
[41–43]. Similarly to the creation of expression stability, several synthetic approaches
utilizing transcriptional feedback have successfully resulted in the creation of
oscillatory behavior.

15.3.5.1 Bacterial Oscillator (‘‘Repressilator’’) Elowitz et al. constructed a
plasmid-based synthetic oscillator in E. coli (termed the ‘‘repressilator”) from three
common bacterial transcriptional repressor systems that are not part of any natural
biological clock mechanism [44]. The three repressor systems were interconnected
such that they formed a cyclic negative feedback loop or ‘‘daisychain” (Fig. 15-8).
This configuration produced oscillating levels of each repressor protein. A GFP
reporter gene, carried not only on a separate plasmid but also under the control of
a promoter induced by one of the repressors, provided a readout of oscillations for that
repressor. A mathematical model was again used to predict the parameters required
for steady and repeated oscillations.Key requirements included strong promoterswith
tight induction characteristics and minimal leakiness, cooperative repression, and
comparable protein andmRNA decay rates. The first requirement was achieved using
engineered E. coli promoters that exhibited similar strong induction profiles. To
reduce repressor protein half-lives a bacterial destruction tagwas fused to the 3’-endof
each repressor. The reduction in repressor half-lives approximately from 60 to 4min
ensured that protein decay rates were similar to mRNAdecay rates of a 2min. Finally,
to ensure a cyclical readoutwas technically observable, theGFP reportergenewasalso
engineered to reduce its effective half-life.

Initial attempts focused on determining whether oscillations could be observed
across a population of cells. Using a transient dose of IPTG, an inhibitor of one of the
repressors (LacI), an attempt was made to synchronize the population at a common
point. While a single damped oscillation was subsequently observed, the lack of any
mechanism to ensure the cells remained synchronized, meant that no further oscilla-
tions could be discerned at a population level. Although not performed in this
case, cell synchronization could potentially be achieved by coupling the oscillating
network to a periodic process that is intrinsic to the cell [45], or by using a quorum-
sensingmechanismorother intercell signaling toensure that cells remainsynchronized
[46–48].Nonetheless, by following individual cells itwaspossible to observe repeated
oscillations (Fig. 15-8). Despite high variability between cells, which were attributed
to random stochastic influences, oscillatory periods of approximately 160min were
observed. Given E. coli cell division times of 50–70min, the almost threefold longer
oscillatory periods indicated that the state of the network could be successfully passed
to progeny cells.
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Figure 15-8 (a) Repressilation in bacteria: Genetic architecture of oscillatory network,

(b) fluorescent and (c) bright-field snapshots of individual cells, and (d) GFP expression profile.

Thebacterial oscillatory networkwas constructed from three bacterial repressor systemsarranged

in a cyclical negative feedback loop. The first repressor protein, lcI, inhibits transcription of the

second repressor protein LacI (from lPR), which inhibits transcription of the third repressor protein

TetR (from PLlac01), which in turn inhibits expression of the first repressor (from PLtet01) thereby

completing the feedback loop. A reporter gene (GFP) under the control of a separate Tet-

responsive promoter (PLtet01) was used to assess oscillating TetR levels. By engineering short

repressor and reporter half-lives (designated as lite) a dynamic unstable state was achieved in

which TetR repressor levels cyclically rose and fell as evidenced through direct observation of

individual cells and by GFP timecourse [44].
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Shortly thereafter, the construction of another bacterial oscillator made from
noncircadian components was reported [34]. In this case, it was constructed using
a combination of positive (an ‘‘activator” module) and negative (a ‘‘repressor”
module) feedback mechanisms (Fig. 15-9). Critical to producing a dynamic unstable
outcome was the use of a hybrid promoter, capable of responding to both an activator
and repressor, which effectively integrated the positive and negative feedback
modules [49]. The resulting competitive interaction resulted in the ‘‘burst” like
generation of activator and repressor proteins, which progressively smoothed over
time. When coupled to a reporter system capable of measuring repressor levels, the
result was a series of oscillations that progressively damped over time. However, in
contrast to the bacterial repressilator developed by Elowitz et al., it was possible to
synchronize a population of cells, via transient inhibition of the repressor, and observe
up to four damped oscillations across the entire population. Oscillatory behavior,
exhibiting periods close to 10 h, could be observed in continuous culture for up to 70 h
again indicating that the networkcouldbepassed to subsequent progenyand that itwas
muchmore resistant to intrinsic noise than the ‘‘repressilator.” Throughmathematical
modeling it was predicted that the key parameter causing damped, as opposed to
sustained, oscillations in the system was the respective differences in half-lives
between the activator and repressor proteins. Although not experimentally tested it
was predicted that sustained oscillations could be achieved by increasing the half-life
of the repressor whilst decreasing that of the activator.

15.3.5.2 A Mammalian Oscillator? Unlike other expression functions, the
development of a synthetic eukaryotic oscillator has not yet mirrored the creation of
the bacterial equivalent, although given the pattern for these developments, it will not
be surprising to see the emergence of a synthetic eukaryotic network in the near future.
However, given the intense interest in understanding the mechanisms responsible
for the natural circadian clock, it is also not surprising that attempts have beenmade to
create a synthetic clock from actual clock components.

Using the core set of positive and negative regulatory elements common to all
known circadian mechanisms, including the cryptochrome genes CRY1 and CRY2,
the period genes PER1, PER2, and PER3, and the positive transcription factors
BMAL1 and CLOCK [50–52], an attempt has been made to artificially engineer an
oscillatory clock [53]. Among these components, BMAL1/CLOCK are positive
regulators ofCRYandPERproteins that, upon accumulation over a specific threshold,
translocate to the nucleus where they negatively inhibit not only their own expression
but also BMAL1/CLOCK. In this model, BMAL1/CLOCK mediated transcriptional
inhibition is eventually relieved by PER and CRY degradation [54]. In the synthetic
approach, BMAL1 and CLOCK expressions were placed on a tetracycline inducible
‘‘positive” regulation constructwhilePER,CRY, and adestabilized reportergenewere
placed on a ‘‘negative” regulation construct in which their expression was under the
control of a BMAL1/CLOCK/PER/CRY responsive promoter. Theoretically, turning
the systemONbywithdrawing tetracycline leads to BMAL1/CLOCKexpression that
subsequently drives expression from the negative regulation construct. Accumulation
of PER/CRY eventually leads to autofeedback inhibition of the negative regulation
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Figure 15-9 (a) Genetic design and (b) response profile of bacterial oscillatory network using

positive and negative feedback mechanisms.A bacterial oscillatory network constructed from an

activator and repressor module. The activator module forms a positive autofeedback loop in which

the NRI transactivator activates its own expression from Phybrid—a modified glnALB promoter

(Pglnk) engineered to include LacI operator sites in addition to normal NRI operator sites. NRI also

activates expression, via Pglnk, of the LacI repressor module which in turn repressors expression

of NRI via Phybrid. A reporter construct consisting of b-galactosidase and employing a LacI

repressible promoter was used to assess oscillating levels of LacI repressor. Following synchroni-

zation with a transient pulse of IPTG (an inhibitor of the LacI repressor), up to four damped

oscillations were observed across a cell population [34].

508 SYNTHETIC GENE NETWORKS



construct that, to complete the cycle, is relieved by eventual degradation of PER/CRY.
In practice,this system was not capable of producing sustained oscillations, yet it did
nevertheless exhibit a single cycle of a clock-like oscillation, which at a minimum
establishes the possibility that homologous regulatory components can be used for
synthetic constructions and that the design and creation of a successful mammalian
clock will necessitate the incorporation of some kind of feedback mechanism. This
latter conclusion is supported by recent experimental analysis of themammalian clock
system where directed disruption of CRY-mediated transcriptional autorepression
resulted in arrhythmic phenotypes in both single- and multicell populations [51].

The aforementioned networks indicate that transcriptional feedback and feedfor-
ward processes are ubiquitous mechanisms for ensuring controlled expressionwheth-
er that output is stable, binary, toggle, hysteretic, or even for periodic oscillating
behavior. The further creation and characterization of synthetic networks will
hopefully determine whether feedback is a minimal requirement for all networks
or whether any other mechanisms could produce novel functional expression forms.

Alongside developments into unique expression states have been the concomitant
development of novel means of integrating signals—so called ‘‘input” functionality.
This has included the serial linking of transcriptional control systems to form
transcriptional cascades, the creation of electronic circuit emulating logic gates,
and the development of sophisticated sensors enabling cell-to-cell communication.

15.3.6 Transcriptional Cascades

Initial attempts in constructing regulatory cascades involved the construction of a two-
level cascade using the TetROFF and LacON systems in mammalian cells [55]. In this
simple system, the TetR-VP16 transactivator was constitutively expressed and, via a
TetR-VP16 responsive promoter, drove the expression of a LacI repressor. LacI in turn
inhibited expression of a reporter gene, via a LacI-inducible promoter. In this case,
reporter gene expression could occur either in the presence of tetracycline, which pre-
vents LacI expression, and/or in the presence of IPTG, which inhibits LacI repression
of the reporter gene. This pioneering system established the basis for interconnecting
gene control systems and successfully enabled the tight induction characteristics of the
TetOFF system to be used to for anON-type system (i.e., addition of tetracycline results
in reporter gene expression), which in their native form (i.e., TetR-KRAB) do not
typically exhibit such tight regulation. However, the high cytotoxicity of IPTG in
mammalian cells is likely to prevent any clinical application of this technology.

In a very similar approach, Imhof et al. constructed a regulator network consisting
of an engineered tetracycline-dependent transrepressor (TetR-KRAB) that controlled
the expression of a Gal4-VP16 transactivator, which in turn controlled its own
expression as well as a highly cytotoxic reporter gene (diptheria toxin A) [56].
Gal4-VP16 is an OFF-type system but exhibits typical residual leaky transcriptional
control. Tight repression of Gal4-VP16 by TetR-KRAB ensured no reporter gene
expression under noninduced conditions, whereas addition of tetracycline resulted
in derepression of Gal4-VP16, subsequent autoexpression of further Gal4-VP16,
and subsequent strong reporter gene expression. In this manner, a cascade was
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used together with a regulatory feedback loop to amplify the window of transgene
regulation resulting ultimately in extremely tight transcriptional control.

15.3.6.1 Multilevel Gene Control Most classical transcriptional control sys-
tems exhibit sigmoid-shaped dose–response characteristics where the range within
the system flips betweenON andOFF states is relatively narrow. As previously which
mentioned, this is predominantly due to the transcriptional cooperativity inherent to
most gene control systems.One consequence is thatmost current transcription control
systems operate in an all or nothingmanner (i.e., ONorOFF) and are not reproducibly
capable of intermediate levels of adjustment. It is conceivable that future gene therapy
applicationswill require precise dosingof therapeutic genes inmuch the sameway that
dosing of pharmaceuticals is critical to their successful application. All or nothing
control mechanisms may therefore be of limited use. By combining several typical
ON/OFF mechanisms in a network configuration, it has been possible to construct a
gene control system where a target gene can be accurately and repeatedly titrated to
intermediate levels [57].

Multilevel transgene controlwas achieved through the cascade arrangement of three
heterologous control systems: the tetracycline (TetOFF), macrolide (EOFF), and strepto-
gramin(PIPOFF) systems(Fig.15-10).As thesesystemsandtheir inducers (tetracycline,
erythromycin, and pristinamycin, respectively) exhibit minimal to no cross-
interference, it was possible to connect them in a linear type fashion whereby each
systemactsastheactivatorof thenextsystem.Allof theselectedsystemswereOFF-type
systemsinwhichtranscriptionisactiveintheabsenceofinducerandrepressedfollowing
addition of inducer. Here, addition of each respective inducer prevents transcription of
the next component in the cascade. However, as all of these systems exhibit minimal
residual expression following addition of inducer (referred to as ‘‘leakiness”), there is
nonetheless some activation of lower levels in the cascade. The impact of this leakiness
on total expression levels dependsupon thepoint in the cascadeatwhich itoccurs.Thus,
at ‘‘upstream” pointswithin the cascade, transcriptional leakiness is amplified by latter
stages thereby limiting the extent of overall OFF switching. For ‘‘downstream”
interventions within the cascade there is minimal opportunities for transcriptional
leakiness to be amplified. The result is that upstream interventions have less impact on
overallexpressionthandownstreaminterventions.Usingdifferent inducers it ispossible
to select the desired intervention point as each inducer affects a different point in the
cascade. Thus, expression levels of 100 percent (no cascade intervention), 70 percent
(interventionatfirst levelofcascade),40percent(interventionatsecondlevel),andclose
to 0 percent (intervention at third and final level) of a target reporter genewere possible.
Thisgeneticnetworkdemonstratedthat thetypicalON/OFFswitchingcharacteristicsof
current control systems, togetherwith residual inherent leakiness, could be exploited to
produce a system capable of intermediate expression levels in response to up to three
different inputs [57].

15.3.6.2 RegulationSensitivity Ina similar experimental approach, butwith a
different outcome, up to three bacterial transcriptional repressorswere linked in a linear
cascade [58]. Unlike the heterologous systems employed above, homologous bacterial

510 SYNTHETIC GENE NETWORKS



PTET
TetR-VP16

Transactivator
IRES

E-VP16
Transactivator

PETR
Pip-VP16

Transactivator

PPIR
Reporter
(SEAP)

+
+

+
Input 1

(a)

(Tet)

Input 2
(EM)

Input 3
(PI)

–

(b)

Input

R
es

p
o

n
se

+ PI –+Tet+EM

–

–

Figure 15-10 Network design (a) and regulation performance of a synthetic mammalian three-

level regulatory cascade.The three-level regulatory cascade consists of three heterologous

interconnectedgene transcription systems. The tetracycline responsive promoter (PhCMV
�-1) drives

a dicistronic expression unit encoding the tetracycline-dependent transactivator (TetR-VP16) and,

via an IRES, the macrolide-dependent transactivator (E-VP16). E-VP16 subsequently drives

expression, via a macrolide-responsive promoter (PETR), of a streptogramin-responsive transac-

tivator (Pip-VP16). Finally, Pip-VP16 drives expression of the reporter gene human placental

secreted alkaline phosphatase (SEAP) from a streptogramin-responsive promoter (PPIR). The

linear arrangement ensures that SEAP expression can be controlled from a number of levels.

Shutting off expression at the top of the cascade, by inhibiting the autofeedback loop controlling

TetR-VP16 expression with tetracycline (Tet), reduces overall expression to approximately

70 percent of maximum noninduced expression. Closing the cascade further downstream, by

inhibiting E-VP16 with erythromycin, has a greater impact reducing total expression to approxi-

mately 30 percent. Finally, interventions at the bottom level of the cascade, through inhibition of

Pip-VP16 with PI, reduces expression within the system to almost baseline levels [57].
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Figure 15-11 (a) Genetic architecture and (b) dose–response curves of single-, two-, and three-

level transcriptional cascades.Transcriptional cascadeswereassembledusingup to threebacterial

repressors linked to each other in a linear fashion. In each case the tetracyline repressor (TetR)

was constitutively expressed, induced with aTc, and system output measured by enhanced yellow

fluorescence protein (EYFP) production. In the single-level cascade, TetR bound the PLtet-01

promoter where it directly repressed EYFP production. In the two- and three-level cascades, TetR

repressedproduction of a second repressor (LacI), also fromPLtet-01. In the two-level cascade, LacI

repressed production of EYFP from Plac. In the three-level cascade, LacI repressed production

of yet a third repressor, (lCI) from Plac which in turn repressed production of EYFP from lPR-O12.

Dose–response curves for the three types of cascades reveal that the inducer range needed

to effect a change between ON and OFF states narrows with the length of the cascade thereby

increasing sensitivity to the inducer [58].
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repressors exhibit much tighter regulation performance with virtually no leakiness.
Hence, rather than creating multilevel gene control, the aim was to investigate the
impact of multilevel cascades on the regulation performance of a typical bacterial
repression system, the TetR system (Fig. 15-11). Three versions were compared; a
single-level cascade—where TetR directly represses expression of a reporter gene, a
two-level cascade—where TetR represses transcription of a second repressor which in
turn controls the reporter gene, and a three-level cascade—where yet another repressor
system was introduced between the second repressor and reporter gene.

Dose–response experiments indicated that the number of levels, or depth, of a
cascade has a significant impact upon a number of regulation characteristics. First, the
sensitivity of the cascade increases with the depth of the cascade. Thus, the system
switches between lowandhigh froma smaller range of input values. Second, the extent
of noise within the system, as seen by variation in fluorescence across a population,
while minimal at input ranges far from the transition region, increases with the length
of the cascade. Deeper cascades serve to amplify the noise around the transition point
presumably due to the extra number of transition points involved. This may limit
the utility of adding even further cascade levels as additional increases in noise
amplification around transition points may ultimately offset any further sensitivity
gains. Third, the delay in the output response of the system increases commensurately
with the depth of the cascade. This is to be expected and is largely the result of protein
production and decay rates, and repression thresholds. Interestingly, there is evidence
that time delays caused by regulatory cascades may actually be a design parameter
required for many natural gene networks [59]. Database analyses of natural networks,
which are involved in rapid and reversible gene expression in response to external
stimuli (so called ‘‘sensory” transcriptional networks), reveal that such networks
generally contain short regulatory cascades. Networks involved in slow and irrevers-
ible gene expression during development (so called ‘‘developmental” transcriptional
networks) typically contain longer cascades.

15.3.7 Logic Gates

The expression output of many cell-based regulatory networks is often a logic
response generated by one or more input signals. Due to their sigmoid-shaped
dose–response curves, most gene control systems can be regarded as the genetic
equivalent of an analog-to-digital converter. Their output is either ON orOFF across a
wide range of inducer concentrations, except for a small concentration windowwhere
transitions between the two states occur. In this regard, the analogy between genetic
networks and electronic circuitry is very compelling. This has led to the conceptuali-
zation of genetic networks as logic gates with switchboard-type truth-tables and
schematic representations that directly mirror electronic circuit diagrams [60–62].
Adapting gene control systems to Boolean language, ON-type gene control systems
represent IF type gates in the sense that expression results IF an input is present.
Conversely, OFF-type gene control systems represent NOT type gates whereby
expression results when an input is NOT present.

By utilizing several compatible heterologous gene control systems responsive to
tetracycline, macrolide, streptogramin, and butyrolactone input signals, it has been
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Figure 15-12 Boolean description, network architecture, and expression profile of five mamma-

lian BioLogic Gates. All five mammalian logic gates were constructed from heterologous mamma-

lian transcription systems. In the NOT IF gate, the butyrolactone-responsive transactivator (ScbR-

VP16) and the streptogramin-responsive transrepressor (Pip-KRAB) are constitutively expressed

and modulate expression of a reporter gene from a chimeric promoter (PSCBR,PIR) containing

operator sites for both ScbR-VP16 and Pip-KRAB. Input signals, 2-(1’-hydroxy-6-methylheptyl)-

3-(hydroxymethyl) butanolide (SCB1) and/or PI result in disassociation of ScbR-VP16 and Pip-

KRAB respectively. Expression only occurs when ScbR-VP16 is bound to the chimeric promoter

and Pip-KRAB is disassociated therefore requiring the absence of SCB1 and presence of PI. For

the NAND gate, both the macrolide-responsive transactivator (E-VP16) and the streptogramin-

responsive transactivator (Pip-VP16) are constitutively expressed. Each transactivator binds its

cognate promoter (PETR and PPIR, respectively) which drive separate expression of two copies of
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possible to design a range of eukaryotic logic circuits that follow strict Boolean logic
in their integration of two input signals (Fig. 15-12) [63]. Hence, in the NOT IF gate,
expression of a reporter gene occurs if and only if one specific input is present and the
other input is absent. In the NAND gate, expression always occurs unless both inputs
are present. The converse, where expression always occurs unless both inputs are
absent, is reflected in the OR gate. The inverse, where expression occurs only when
both inputs are absent is reflected in the NOR gate. Finally, the INVERTER gate
represents the opposite of the NOT IF gate whereby expression always occurs unless
one specific input is present and the other input is absent. Analogously to electronic
circuit design some of these networkswere constructed by linking elements in parallel
while others were constructed by combining elements in series through the use of
simple transcriptional cascades. These examples demonstrate that a considerable
range of logical switches responding in unique ways to the same two input signals
can be constructed frommodular transcriptional control components. It is imaginable
that such networks could be highly useful for gene therapy applications that require
a particular response to highly specific inputs, which could vary depending upon the
application.

Similar to electronic circuit design, the above switches were based on rational
design principles. However, a number of other approaches have also been used to
produce electronic-type circuit behavior, which produce a defined output in response
to two inputs. Guet et al. used a combinatorial method involving prokaryotic
transcriptional control systems that were randomly combined to generate a library
of networks with varying connectivity [64]. From this library it was possible to isolate
and characterize a range of diverse computational functions that produced unique
phenotypes. While such an approach may yield unexpected network architectures for

the same reporter gene. Input signals, EM and/or PI, modulate transactivator activity respectively.

Expression occurs when either or both transactivators are bound to their cognate reporter.

The presence of both EM and PI are required to disassociate both transactivators to prevent

expression. The OR gate is identical in design to the NAND gate but uses the transrepressor

versions (i.e., E-KRAB and Pip-KRAB) of the macrolide- and streptogramin-responsive transcrip-

tion control systems. Again, EM and/or PI modulate transrepressor activity respectively. In this

case, expression is blocked only when both transrepressors are operator bound which only occurs

when both EM and PI are absent. The NOR gate involves a short linear cascade between a

constitutively produced macrolide-responsive transactivator (E-VP16) which drives the expres-

sion, via its cognate promoter (PETR), of the streptogramin-responsive transactivator (Pip-VP16)

which in turn drives expression, via its cognate promoter (PPIR), of a reporter gene. Modulation of

transactivator activity is achieved throughEMandPI, respectively. In this configuration, expression

only occurs when E-VP16 is bound to its cognate operator and Pip-VP16 is disassociated from

its cognate promoter therefore requiring the absence of both EM and PI. The final gate, the

INVERTER, is identical in design to the NOR gate but uses the transrepressor versions (i.e.,

E-KRAB and Pip-KRAB) of the macrolide and streptogramin responsive transcription control

systems. Again, EM and/or PI modulate transrepressor activity respectively. The only conditions

under which expression will not occur are when E-KRAB is promoter disassociated and Pip-KRAB

is promoter associated which occurs in the presence of EM and absence of PI. For each gate, the

input and output characteristics of the Boolean description are reflected in the expression profile

of the synthetic system [63].
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a given function, the approach is not particularly amenable to forward engineering
approaches that seek to design circuits that exhibit specifically required functions. In a
related approach, Yokobayashi et al. combined rational design with an evolutionary
approach to design specific circuits inE. coli [65].Rational design based upon existing
knowledge of well-characterized components was initially used to design a network
with a specific function. Given that the synthesized network exhibited sub-optimal
behavior, due to unexpected interactions and poor matching of network components,
a directed-evolutionary approach was then used to fine-tune (or ‘‘debug”) the system
to obtain the required function. This was achieved through sequential rounds of
localized random mutagenesis and recombination followed by phenotype screening.
Subsequent sequence analysis of successful networks revealed that many changes,
or ‘‘solutions”, were capable of producing the desired phenotype. This could be
manifested in changes which altered either protein-DNA or protein–protein interac-
tions, but which nonetheless enabled superior biochemical matching of genetic
components.

15.3.8 Sensory Networks

15.3.8.1 Signal Amplification To extend the electrical circuit analogy further,
Karig andWeiss recently developed a highly effective signal-amplifier from prokary-
otic bacterial control systems [66]. Their aim was to try and develop a means for
detecting weak transcriptional responses that, despite being difficult to detect in vivo,
are often involved in regulatory functions where only trace amounts of a gene product
are required. In typical transcriptional studies aimed at determining the conditions
under which a promoter is activated, a reporter gene is placed downstream of the
promoter and assayed under varying conditions. However, where the promoter
response is weak it is often not possible to discern any kind of activity. By placing
a repressor cascade downstream of the promoter it was possible to amplify an
otherwise undetectable promoter response. In their system, Karig and Weiss placed
the lcI repressor downstream of several Rhl quorum sensing (qsc) promoters from
Pseudomonas aeruginosa. By coupling the repressor to a fluorescent reporter, under
the control of a lP(R-O12) promoter, they were able to monitor the response of selected
promoters to acyl-homoserine lactones (AHL). As lcI is a highly efficient repressor,
even very low concentrations of lcI can completely repress lP(R-O12) thereby altering
the fluorescent reporter readout. The amplifying cascade allowed up to 100-fold
differences in fluorescence to be observed, between AHL-induced and -noninduced
conditions, for promoters whose responses were otherwise not detectable. Apart
from illustrating a biological means by which weak transcriptional responses can be
amplified, the amplifying circuit could potentially be useful for a number of
applications including the detection of trace toxins or molecules.

15.3.8.2 A Band-Detection Network One can imagine it would be useful for
a range of applications to design an input mechanism that can respond to an inducer
within a given concentration range, or perhaps one which is capable of a transient
response when a progressively increasing inducer reaches a threshold concentration.
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In a series of innovative synthetic constructions Basu and colleagues recently created
synthetic networks capable of such behavior in E. coli [67–69].

The key requirements for band-detection network are the design of modular
components that enable the detection of a low-threshold, a high threshold, and a
means of integrating the two thresholds. In this case, this was achieved by exploiting
differences in repressor activities, and by linking several bacterial repressor
systems (Fig. 15-13) [67]. Guided by mathematical analysis the band-detection
thresholds were engineered by combining high-detection and low-detection
componentry.

For both components the initial input was the same and was represented by
the extent of LuxR activity—a bacterial activator that is activated by the
inducer compound AHL. In the high detection componentry, the LuxR activator
drives expression, via its cognate promoter, of a weakened secondary repressor,
LacIM1 which if present in sufficiently high quantities prevents expression of a
reporter gene from the Plac promoter. Thus, the boundary of the high threshold is
determined by the amount of AHL required to produce enough LacIM1 to repress the
Plac promoter that in turn depends upon the relative activity of the LacIM1 repressor.
The low detection componentry also relies on the LuxR activator, but to express the
strong lcI repressor. This in turn is coupled via a transcriptional cascade to
production of wild-type LacI, which, like the LacIM1 repressor, also represses
expression of the reporter gene. In this case, the boundary of the low threshold is the
lowest amount of AHL required to prevent lcI expression thereby enabling thewild-
type LacI repressor to be fully expressed resulting in reporter gene repression. It is
only between the two thresholds that both the high and low detection componentry
fail to repress the reporter gene. Hence, the relative activity of the LacIM1 repressor
and theAHLconcentration that results in lcI expression are the two key components
that determine the size and location of the band-detection characteristics. By
altering the activity of the LacIM1 repressor, Basu et al. were able to create three
versions of the band-detection network each with differing upper detection
limits.

15.3.8.3 A Pulse-Generating Network Basu et al. also utilized the above
bacterial componentry to develop a network capable of producing a transient pulse
when exposed to increasing concentrations of AHL [69]. The pulse-generating
network produces output when a threshold concentration of increasing AHL is
reached, and then through a feedforward mechanism shuts down reporter expression
regardless of whether AHL concentration continues to rise or fall [70]. In this network
AHL again activates LuxR, which in this case is constitutively present. Activated
LuxR activates both a destabilized lcI repressor as well as directly activating reporter
gene expression via a chimeric hybrid promoter responsive to both LuxR and lcI.
Hence, increasing levels of AHL initially trigger both reporter and lcI expression.
Following a delay, lcI accumulates to a sufficient extent where it eventually shuts
down reporter expression. Like the band-detection network the pulse-generating
network provides important insights into how pulse-generating behavior could occur
in natural systems.
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Figure 15-13 (a) Genetic architecture, (b) dose–response profile, and (c) pattern formation of

a band-detection network.(a) In the band-detection network acyl-homoserine lactone (AHL) binds

LuxR, an AHL-dependent transcriptional activator, which is produced in an autoregulatory manner

from a PLuxR promoter. LuxR also drives (from PLuxR promoters) the expression of a lcI repressor
and a weakened form of the LacI repressor (LacIM1). The lcI repressor is coupled to a further

regulatory cascade which represses the expression of wild-type LacI from a lP(R-O12) promoter.

Both the weakened and wild-type LacI repress expression, to a different extent, of a green

fluroscence reporter gene (GFP) from a PLac promoter. At low AHL concentrations, LuxR is not

active such that only basal levels of both LacIM1 and lcI repressors are produced. The absence of

lcI ensures that wild-type LacI is fully expressed which consequently represses GFP expression.

At high AHL concentrations, the LuxR activator drives both high LacIM1 and lcI expression. The
presence of lcI ensures that wild-type LacI is completely repressed. However, as sufficiently

high concentrations of LacIM1 are expressed,GFPexpression remains nonetheless repressed. It is

only at intermediate concentrations of AHL that a balance is reached between sufficiently low

expression of LacIM1 to prevent LacIM1-mediated repression of PLac, and sufficiently high expres-

sion of lcI to prevent LacI expression and consequent LacI-mediated repression of PLac. At this

point insufficient repression from either LacI repressor results in GFP expression. (b) In an AHL

dose–response curve, GFPexpression is only observed within a band of AHL concentration. (c) If

AHL is chemically produced and allowed to diffuse from a defined set of ‘‘sender’’ cells (exhibiting

red fluorescence) placed within a lawn of ‘‘receiver’’ cells containing the band-detection network,

the resulting AHL gradient produces a distinctive green fluorescence pattern based upon the

spatiotemporal location of the receiver cells to the sender cells [67].
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15.3.8.4 Cellular Cross Talk and Intercell Communication The band-
detection and pulse-generation networks developed byBasu and colleagues have been
successfully used to generate spatiotemporal differentiation patterns that, much like
natural pattern formation, rely upon cell-to-cell communication and signal transduc-
tion networks [67,69]. In initial work, it was demonstrated that ‘‘sender” cells
engineered to produce AHL could influence ‘‘receiver” cells endowed with synthetic
networks capable of responding toAHL,which has diffused from the sender cells [71].
In pattern formation experiments cell-to-cell communication was commenced from
‘‘sender” cells, which produced an AHL concentration gradient. In one set of
examples, receiver cells containing the band-detection network responded to the
chemical gradient and at intermediate distances from the sender cells expressed their
reporter gene in accordance with the AHL detection thresholds within their band-
detection network (Fig. 15-13). Such cell-to-cell communication or cellular cross talk
could be engineered to result in a range of patterns, and by altering the thresholds of the
band-detection network and using different fluorescent reporter genes an impressive
array of multicolored patterns and shapes could be produced. In addition to represent-
ing a sophisticated genetic network, the formationof patterns froma synthetic network
togetherwith cellular communication represents a significant step toward reproducing
and understanding natural developmental processes. In addition to pattern formation,
intercellular communication could also be used to ensure synchronization of cellular
populations. Using E. coli as a model system it has been demonstrated that synthetic
gene networks can be used to engineer an artificial quorum-sensing mechanism that
utilizes a common cellular metabolite [72].

15.4 SEMISYNTHETIC NETWORKS

Themajorityof syntheticgeneticnetworksbuilt andcharacterized todatehaveutilized
external signals to create a desired function. To reach their therapeutic potential,
however, it will be necessary to design networks that are capable of responding not
only to external signals but also to endogenous or physiological signals. Hence,
one can imagine sophisticated networks that independently provide a therapeutic
outcome in response to pathological signals, and can also be overridden or altered
through external modulation should the need arise.While still in their infancy, several
systems integrating physiological signals—so called ‘‘semisynthetic” systems—have
already been developed.

In E. coli, semisynthetic systems have been designed, which interface various
physiological inputs into a bacterial toggle network thereby producing a sustainable
switch-like response to a transient physiological input [73]. A DNA damage sensing
network was constructed by interfacing the SOS pathway to a bacterial toggle. The
SOS pathway detects single-stranded DNA following DNA damage by activating
RecA coprotease. ActivatedRecA subsequently cleaves the lcI repressor in the toggle
circuit causing derepression of the lPR-O12 promoter, and a sustainable switch to
high LacI production (the other repressor in the toggle circuit). If LacI production is
linked to a fluorescent output, the system can detect and retain a memory of transient
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DNAdamage. In an alternate application, if the fluorescent reportergene is substituted
for a biofilmproducinggene, transientDNAdamage can induce the cells to commence
biofilm production. In a separate example, the transgenic AHL quorum sensing
pathway was interfaced to the toggle circuit. When AHL reached sufficiently high
levels, (e.g., if cell density reaches a critical density), the AHL-dependent activator
LuxR repressed the PLac promoter of the toggle thereby leading to high lcI expression.
This semisynthetic system is capable of producing a sustainable output once cell
density reaches a critical threshold.

In other prokaryotic systems, Farmer and Liao developed a feedback controller in
E. coli in which the expressed genes are key enzymes in the lycophene biosynthesis
pathway [74]. By engineering the genes to be under the control of a physiological
metabolite that is present during periods of high glycolytic flux, it was possible to
coordinate lycophene production with the energy status of the cell thereby preventing
metabolic imbalance and suboptimal productivity. Using glycolytic flux as a physio-
logical cue Liao and colleagues have also developed an oscillatory network that is
coupled to E. coli host metabolism (termed the ‘‘metabolator”) [75]. In this system,
a steady state is dependent upon the relative state of two metabolic ‘‘pools” which
under high glycolytic flux result in instability in the engineered network with
consequent oscillations.

Progress has also beenmade in developingmammalian semisynthetic systems. The
mammalian oxygen response system, in which a specific set of endogenous genes is
induced in response to low oxygen levels (e.g., VEGF), relies upon the translocation
of hypoxia-induced factor 1 alpha (HIF-1a) to the nucleus where through a series of
interactions it activates expression from promoters containing hypoxia-response
elements (HRE). Under normoxic conditions, HIF-1a is rapidly degraded thereby
preventing the low-oxygen response [76,77]. A semisynthetic network has been
created by coupling the HIF-1a response system to a mammalian heterologous
regulatory cascade resulting in multilevel gene control that can be influenced by
endogenous signals (i.e., oxygen levels) as well as external signals (Fig. 15-14) [78].
By combining three inputs, it has been possible to produce six distinct expression
states depending upon the combination of signals used.

While representing the first steps toward the therapeutic application of synthetic
networks, a major challenge remains to find and/or preferably design transcription
control systems that not only detect changes to a specific endogenous inducer but also
detect changeswithin a specified concentration range. The systemsconstructed to date
have largely relied upon serendipity and have sufficed as a proof of concept. Yet to
reach their true potential, one will need to find means of detecting and interfacing
changes to pathologically relevant molecules.

15.5 THE INFLUENCE OF ‘‘NOISE’’

Amajor influence upon the fidelity and function of both synthetic and natural genetic
networks is noise. Noise is evidenced by high fluctuation in expression levels, which if
sufficiently high enough may produce very different network outcomes both within
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Figure 15-14 (a) Genetic layout and (b) response profile of a mammalian semisynthetic regula-

tory cascade.The semisynthetic cascade is triggered by endogenous HIF-1a that, under hypoxic

conditions (HOX), is mobilized to the nucleus where it binds and activates a synthetic promoter

containing hypoxia-response elements (PHRE). Under normoxic conditions (NOX) HIF-1a is rapidly

degraded to undetectable levels. Activation of PHRE sets off a transcriptional cascade of two

heterologous transcription systems; the streptogramin-responsive transactivator Pip-VP16 which

upon expression binds its cognate promoter (PPIR) leading to expression of the tetracycline-

responsive transactivator TetR-VP16, which subsequently binds its cognate promoter (PTET)

leading to expression of a SAMY (Bacillus stearothermophilus derived secreted a-amylase)

reporter gene. In addition to sensing physiologic oxygen levels via the HIF-1a activator, the system

is also responsive to PI which interrupts the cascade at Pip-VP16, and tetracycline (Tet), which

interrupts the cascade at TetR-VP16. Up to six expression levels can be produced by different

combinations of the three inputs [78].
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andacross a cell population.Noise canbegenerated fromanumberof sources. Inmany
circuits the genetic components required for gene expression, such as promoter sites,
are typically present at very low copy levels. The result is that biochemical rates of
transcription and translation are therefore correspondingly lowand, compared to other
cellular interactions (e.g., protein–protein interactions), occur relatively infrequently.
Such infrequency can lead to large fluctuations, which due to their origination within
the genetic circuit, are referred to as internal or intrinsic noise. Noise can also be
generated externally or extrinsically of the circuit not only through stochastic variation
in cellular components required for gene expression (e.g., polymerase, transcription,
translation factors, and so on) but also through environmental or global changes that
impact all gene activity (e.g., cell division).Given themodular nature of artificial gene
networks, and the ability to rationally design them fromwell-understood components,
it has been possible to gain insight into how noise is created, how it is propagated
through a network, and finally instances where the existence of noise is in fact crucial
to the output function of a network [79]. A significant body of work has focused
upon designing synthetic networks to experimentally test predictions relating to noise
phenomena. Such insights have also been crucial for the later design of noise-tolerant
networks [80–82].

In early work on prokaryotic systems, it was shown that both intrinsic and extrinsic
sources contribute significantly to the generation of noise that places certain inherent
limits on the precision of gene expression [83,84]. It was also shown that the lower
the effective strength of a promoter, whether through reduced gene copy number,
repression, or a different cellular environment, the greater the extent of noise [83].
Other work aimed at determining whether transcription or translation is the major
point of noise creation suggests that differences in translational efficiency have a
greater impact than transcriptional differences [85] and that translational differences
can result in variation which persists long after intrinsic noise from transcription has
decayed [86].

The design and characterization of toggles, oscillators, and regulatory cascades has
led to insights into how noise is propagated through a network [80,82]. As previously
described, the presence of a simple autofeedback mechanism can reduce noise in a
genetic network [18] and this has certainly been suggested as a major function of both
positive and negative feedback mechanisms [70,87]. Failures in such mechanisms
have been attributed to certain disease states. For example, the transformed phenotype
in tumor formationhas in somecases been attributed to instability of autocrine positive
feedback loops [88]. Network connectivity can also be a major cause of noise. Using
a bacterial regulatory cascade, Pedraza and van Oudenaarden demonstrated that the
connectivity of sequential network components can result in an a total variation that
is greater than the variation intrinsic to the expression of each component gene [84].
This implies that variation in a cascade can be cumulative. Hooshangi et al. in
characterizing differences in their three-level bacterial regulatory cascade (described
above) also witnessed greater variability around input transition points [58]. Indeed,
the extentof variation canbe so significant in a cascade that variations in anupper-level
cascade within a cell population can cause the population to display bistable expres-
sion states [49,89–91]. That stochastic fluctuation can be crucial for generation of

522 SYNTHETIC GENE NETWORKS



cellular phenotypes is becoming more and more evident. Noise can establish an
initial asymmetry that, once propagated and amplified through a network, may result
in phenotypic consequences that impact processes such as differentiation and
disease [90,92,93].

15.6 CONCLUSION

All of the engineered genetic networks thus described have utilized at least some
aspects of rational design to produce a behavior that is based upon the modular
interaction of DNA sequences and regulatory proteins. By assembling molecular
parts not normally associated with each other into different configurations, it has
been possible to produce an already impressive array of robust network behaviors.
As the number of available modules increases, and their kinetic parameters become
better characterized, and our ability to model and predict their interaction continues
to improve, it is inevitable that further novel and increasingly more sophisticated
synthetic networks will be created. Existing synthetic networks have already
provided important insights and confirmation of hypothesis on a range of natural
phenomena such as importance of feedback mechanisms, of balanced genetic
componentry, of regulatory cascades, and of noise to name a few. It can also be
expected that engineered gene networks will havemany important biotechnological
and therapeutic applications all of which aim to manipulate cellular processes at the
genetic level.

REFERENCES

1. Weber W, Fussenegger M. Inducible gene expression in mammalian cells and mice.
Methods Mol Biol 2004;267:451–466.

2. Weber W, Fussenegger M. Approaches for trigger-inducible viral transgene regulation in
gene-based tissue engineering. Curr Opin Biotechnol 2004;15:383–391.

3. Weber W, Fussenegger M. Pharmacologic transgene control systems for gene therapy.
J Gene Med 2006;8:535–556.

4. de Boer HA, Comstock LJ, Vasser M. The tac promoter: a functional hybrid derived from
the trp and lac promoters. Proc Natl Acad Sci USA 1983;80:21–25.

5. Skerra A. Use of the tetracycline promoter for the tightly regulated production of a murine
antibody fragment in Escherichia coli. Gene 1994;151:131–135.

6. Elvin CM, Thompson PR, Argall ME, Hendry P, Stamford NP, Lilley PE, Dixon NE.
Modified bacteriophage lambda promoter vectors for overproduction of proteins in
Escherichia coli. Gene 1990;87:123–126.

7. Lutz R. Bujard H, Independent and tight regulation of transcriptional units in Escherichia
coli via the LacR/O, the TetR/O and AraC/I1-I2 regulatory elements. Nucleic Acids Res
1997;25:1203–1210.

8. Kramer BP, Fussenegger M. Transgene control engineering in mammalian cells.Methods
Mol Biol 2005;308:123–143.

REFERENCES 523



9. Bellefroid EJ, Poncelet DA, Lecocq PJ, Revelant O, Martial JA. The evolutionarily
conserved Kruppel-associated box domain defines a subfamily of eukaryotic multi-
fingered proteins. Proc Natl Acad Sci USA 1991;88:3608–3612.

10. Triezenberg SJ, Kingsbury RC, McKnight SL. Functional dissection of VP16, the trans-
activator of herpes simplex virus immediate early gene expression. Genes Dev 1988;2:
718–729.

11. GossenM., BujardH. Tight control of gene expression inmammalian cells by tetracycline-
responsive promoters. Proc Natl Acad Sci USA 1992;89:5547–5551.

12. Fussenegger M., Morris RP, Fux C, Rimann M, von Stockar B, Thompson CJ, Bailey JE.
Streptogramin-based gene regulation systems for mammalian cells. Nat Biotechnol
2000;18:1203–1208.

13. WeberW, FuxC,Daoud-el BabaM,Keller B.,Weber CC,Kramer BP,HeinzenC,AubelD,
Bailey JE, Fussenegger M. Macrolide-based transgene control in mammalian cells and
mice. Nat Biotechnol 2002;20:901–907.

14. Alon U, Surette MG, Barkai N, Leibler S. Robustness in bacterial chemotaxis. Nature
1999;397:168–171.

15. Barkai N, Leibler S. Robustness in simple biochemical networks. Nature 1997;387:
913–917.

16. Little JW, Shepley DP, Wert DW. Robustness of a gene regulatory circuit. EMBO J
1999;18:4299–4307.

17. SavageauMA. Comparison of classical and autogenous systems of regulation in inducible
operons. Nature 1974;252:546–549.

18. Becskei A, Serrano L. Engineering stability in gene networks by autoregulation. Nature
2000;405:590–593.

19. Thieffry D., Huerta AM, Perez-Rueda E, Collado-Vides J. From specific gene regulation
to genomic networks: a global analysis of transcriptional regulation in Escherichia coli.
Bioessays 1998;20:433–440.

20. Bateman E. Autoregulation of eukaryotic transcription factors.Prog Nucleic Acid ResMol
Biol 1998;60:133–168.

21. Kringstein AM, Rossi FM, Hofmann A, Blau HM. Graded transcriptional response
to different concentrations of a single transactivator. Proc Natl Acad Sci USA 1998;95:
13670–13675.

22. Becskei A, Seraphin B, Serrano L. Positive feedback in eukaryotic gene networks: cell
differentiation by graded to binary response conversion. EMBO J 2001;20:2528–2535.

23. Hasty J, McMillen D, Collins JJ. Engineered gene circuits. Nature 2002;420:224–230.

24. Gardner TS, Cantor CR, Collins JJ. Construction of a genetic toggle switch in Escherichia
coli. Nature 2000;403:339–342.

25. Feng XJ, Hooshangi S, Chen D, Li G, Weiss R, Rabitz H. Optimizing genetic circuits by
global sensitivity analysis. Biophys J 2004;87:2195–2202.

26. Kramer BP, Viretta AU, Daoud-El-Baba M, Aubel D, Weber W, Fussenegger M. An
engineered epigenetic transgene switch in mammalian cells. Nat Biotechnol 2004;22:
867–870.

27. Orlando V. Polycomb, epigenomes, and control of cell identity. Cell 2003;112:599–606.

28. Kohler C, Grossniklaus U. Epigenetic inheritance of expression states in plant develop-
ment: the role of Polycomb group proteins. Curr Opin Cell Biol 2002;14:773–779.

524 SYNTHETIC GENE NETWORKS



29. Angeli D, Ferrell JE Jr, Sontag ED. Detection of multistability, bifurcations, and hysteresis
in a large class of biological positive-feedback systems. Proc Natl Acad Sci USA
2004;101:1822–1827.

30. Casadesus J, D’Ari R. Memory in bacteria and phage. Bioessays 2002;24:512–518.

31. Wegener HC, Bager F, Aarestrup FM. Surveillance of antimicrobial resistance in humans,
food stuffs and livestock in Denmark. Euro Surveill 1997;2:17–19.

32. Kapunisk-Uner JE, Sande MA, Chambers HFS. Antimicrobial Agents: Tetracyclines,
Chloramphemical, Erythromycin, and miscellaneous Antibacterial Agents.Goodman and
Gilman’s ThePharmacologicalBasis of Therapeutics. In: LimbierdLE, editors.NewYork:
McGraw-Hill, 1996 Chapter 47: pp 1123–1154.

33. Ozbudak EM, Thattai M, LimHN, Shraiman BI, Van Oudenaarden A.Multistability in the
lactose utilization network of Escherichia coli. Nature 2004;427:737–740.

34. Atkinson MR, Savageau MA, Myers JT, Ninfa AJ. Development of genetic circuitry
exhibiting toggle switchoroscillatorybehavior inEscherichiacoli.Cell2003;113: 597–607.

35. XiongW, Ferrell JE Jr. A positive-feedback-based bistable ‘memory module’ that governs
a cell fate decision. Nature 2003;426:460–465.

36. ShaW, Moore J, Chen K, Lassaletta AD, Yi CS, Tyson JJ, Sible JC. Hysteresis drives cell-
cycle transitions in Xenopus laevis egg extracts. Proc Natl Acad Sci USA 2003;100:
975–980.

37. Kramer BP, FusseneggerM. Hysteresis in a synthetic mammalian gene network. Proc Natl
Acad Sci USA 2005;102:9517–9522.

38. Ferrell JE Jr. Self-perpetuating states in signal transduction: positive feedback, double-
negative feedback and bistability. Curr Opin Cell Biol 2002;14:140–148.

39. Schibler U, Sassone-Corsi P. A web of circadian pacemakers. Cell 2002;111:919–922.

40. Edery I. Circadian rhythms in a nutshell. Physiol Genom 2000;3:59–74.

41. Dunlap JC. Molecular bases for circadian clocks. Cell 1999;96:271–290.

42. Reppert SM,WeaverDR. Coordination of circadian timing inmammals.Nature 2002;418:
935–941.

43. Young MW, Kay SA. Time zones: a comparative genetics of circadian clocks. Nat Rev
Genet 2001;2:702–715.

44. Elowitz MB, Leibler S. A synthetic oscillatory network of transcriptional regulators.
Nature 2000;403:335–338.

45. Hasty J, Dolnik M, Rottschafer V, Collins JJ. Synthetic gene network for entraining and
amplifying cellular oscillations. Phys Rev Lett 2002;88:148101.

46. Garcia-Ojalvo J, Elowitz MB, Strogatz SH. Modeling a synthetic multicellular clock:
repressilators coupled by quorum sensing. Proc Natl Acad Sci USA 2004;101:
10955–10960.

47. McMillen D, Kopell N, Hasty J, Collins JJ. Synchronizing genetic relaxation oscillators
by intercell signaling. Proc Natl Acad Sci USA 2002;99:679–684.

48. WangR, ChenL. Synchronizing genetic oscillators by signalingmolecules. J Biol Rhythms
2005;20:257–269.

49. Barkai N, Leibler S. Circadian clocks limited by noise. Nature 2000;403:267–268.

50. Gekakis N, Staknis D, Nguyen HB, Davis FC, Wilsbacher LD, King DP, Takahashi JS,
Weitz CJ. Role of the CLOCK protein in the mammalian circadian mechanism. Science
1998;280:1564–1569.

REFERENCES 525



51. Sato TK, Yamada RG, Ukai H, Baggs JE, Miraglia LJ, Kobayashi TJ, Welsh DK, Kay SA,
Ueda HR, Hogenesch JB., Feedback repression is required for mammalian circadian clock
function. Nat Genet 2006;38:312–319.

52. van der Horst GT, Muijtjens M, Kobayashi K, Takano R, Kanno S, Takao M, de Wit J,
Verkerk A, Eker AP, van Leenen D, et al. Mammalian Cry1 and Cry2 are essential for
maintenance of circadian rhythms. Nature 1999;398:627–630.

53. Chilov D, Fussenegger M. Toward construction of a self-sustained clock-like expression
system based on the mammalian circadian clock. Biotechnol Bioeng 2004;87:234–242.

54. Panda S, Hogenesch JB, Kay SA. Circadian rhythms from flies to human. Nature
2002;417:329–335.

55. Aubrecht J, Manivasakam P, Schiestl RH. Controlled gene expression in mammalian cells
via a regulatory cascade involving the tetracycline transactivator and lac repressor. Gene
1996;172:227–231.

56. Imhof MO, Chatellard P, Mermod N. A regulatory network for the efficient control of
transgene expression. J Gene Med 2000;2:107–116.

57. Kramer BP, Weber W, Fussenegger M. Artificial regulatory networks and cascades for
discrete multilevel transgene control in mammalian cells. Biotechnol Bioeng 2003;83:
810–820.

58. Hooshangi S, Thiberge S, Weiss R. Ultrasensitivity and noise propagation in a synthetic
transcriptional cascade. Proc Natl Acad Sci USA 2005;102:3581–3586.

59. Rosenfeld N, Alon U. Response delays and the structure of transcription networks. J Mol
Biol 2003;329:645–654.

60. McAdams HH, Shapiro L. Circuit simulation of genetic networks. Science 1995;269:
650–656.

61. Weiss R. Cellular computation and communications using engineered genetic regulatory
networks. Ph.D. Thesis, Massachusetts Institute of Technology, 2001.

62. The device physics of cellular logic gates. Available at http://www-2.cs.cmu.edu/�
phoenix/nsc1/paper/3-2.pdf 2002.

63. Kramer BP, Fischer C, FusseneggerM. BioLogic gates enable logical transcription control
in mammalian cells. Biotechnol Bioeng 2004;87:478–484.

64. Guet CC, Elowitz MB, Hsing W, Leibler S. Combinatorial synthesis of genetic networks.
Science 2002;296:1466–1470.

65. Yokobayashi Y, Weiss R, Arnold FH. Directed evolution of a genetic circuit. Proc Natl
Acad Sci USA 2002;99:16587–16591.

66. Karig D, Weiss R. Signal-amplifying genetic circuit enables in vivo observation of weak
promoter activation in the Rhl quorum sensing system. Biotechnol Bioeng 2005;89:
709–718.

67. Basu S,GerchmanY,Collins CH,Arnold FH,WeissR.A syntheticmulticellular system for
programmed pattern formation. Nature 2005;434:1130–1134.

68. Basu S, Karig D, Weiss R. Engineering signal processing in cells: towards molecular
concentration band detection. Natural Comput 2003;2:463–478.

69. Basu S, Mehreja R, Thiberge S, Chen MT, Weiss R. Spatiotemporal control of gene
expressionwith pulse-generating networks.ProcNatl Acad SciUSA 2004;101:6355–6360.

70. Mangan S, Zaslaver A, Alon U. The coherent feedforward loop serves as a sign-sensitive
delay element in transcription networks. J Mol Biol 2003;334:197–204.

526 SYNTHETIC GENE NETWORKS



71. You L, Cox RS, 3rd, Weiss R, Arnold FH. Programmed population control by cell–cell
communication and regulated killing. Nature 2004;428:868–871.

72. Bulter T, Lee SG, Wong WW, Fung E, Connor MR, Liao JC. Design of artificial cell–cell
communication using gene and metabolic networks. Proc Natl Acad Sci USA 2004;101:
2299–2304.

73. Kobayashi H, Kaern M, Araki M, Chung K, Gardner TS, Cantor CR, Collins JJ.
Programmable cells: interfacing natural and engineered gene networks. Proc Natl Acad
Sci USA 2004;101:8414–8419.

74. Farmer WR, Liao JC. Improving lycopene production in Escherichia coli by engineering
metabolic control. Nat Biotechnol 2000;18:533–537.

75. Fung E, Wong WW, Suen JK, Bulter T, Lee SG, Liao JC. A synthetic gene-metabolic
oscillator. Nature 2005;435:118–122.

76. Ehrbar M, Djonov VG, Schnell C, Tschanz SA, Martiny-Baron G, Schenk U, Wood J,
Burri PH, Hubbell JA, Zisch AH. Cell-demanded liberation of VEGF121 from fibrin
implants induces local and controlled blood vessel growth. Circ Res 2004;94:1124–1132.

77. Semenza GL. Targeting HIF-1 for cancer therapy. Nat Rev Cancer 2003;3:721–732.

78. Kramer BP, Fischer M, Fussenegger M. Semi-synthetic mammalian gene regulatory
networks. Metab Eng 2005;7:241–250.

79. McAdams HH, Arkin A. Stochastic mechanisms in gene expression. Proc Natl Acad Sci
USA 1997;94:814–819.

80. Hasty J, Isaacs F, Dolnik M, McMillen D, Collins JJ. Designer gene networks: towards
fundamental cellular control. Chaos 2001;11:207–220.

81. Hasty J, Pradines J, Dolnik M, Collins JJ. Noise-based switches and amplifiers for gene
expression. Proc Natl Acad Sci USA 2000;97:2075–2080.

82. Roma DM, O’Flanagan RA, Ruckenstein AE, Sengupta AM, Mukhopadhyay R.
Optimal path to epigenetic switching. Phys Rev E Stat Nonlin Soft Matter Phys
2005;71:011902.

83. Elowitz MB, Levine AJ, Siggia ED, Swain PS. Stochastic gene expression in a single cell.
Science 2002;297:1183–1186.

84. Pedraza JM, van Oudenaarden A. Noise propagation in gene networks. Science 2005;307:
1965–1969.

85. Ozbudak EM, Thattai M, Kurtser I, Grossman AD, van Oudenaarden A. Regulation of
noise in the expression of a single gene. Nat Genet 2002;31:69–73.

86. Rosenfeld N, Young JW,AlonU, Swain PS, ElowitzMB.Gene regulation at the single-cell
level. Science 2005;307:1962–1965.

87. Isaacs FJ, Hasty J, Cantor CR, Collins JJ. Prediction andmeasurement of an autoregulatory
genetic module. Proc Natl Acad Sci USA 2003;100:7714–7719.

88. Schulze A, Lehmann K, Jefferies HB, McMahon M, Downward J. Analysis of the
transcriptional program induced by Raf in epithelial cells. Genes Dev 2001;15:981–994.

89. Blake WJ, M KA, Cantor CR, Collins JJ. Noise in eukaryotic gene expression. Nature
2003;422:633–637.

90. Thattai M, van Oudenaarden A. Attenuation of noise in ultrasensitive signaling cascades.
Biophys J 2002;82:2943–2950.

91. Vilar JM, Kueh HY, Barkai N, Leibler S. Mechanisms of noise-resistance in genetic
oscillators. Proc Natl Acad Sci USA 2002;99:5988–5992.

REFERENCES 527



92. Arkin A, Ross J, McAdams HH. Stochastic kinetic analysis of developmental pathway
bifurcation in phage lambda-infected Escherichia coli cells. Genetics 1998;149:
1633–1648.

93. Arkin AP. Synthetic cell biology. Curr Opin Biotechnol 2001;12:638–644.

94. Ninfa AJ, Magasanik B. Covalent modification of the glnG product, NRI, by the glnL
product, NRII, regulates the transcription of the glnALG operon in Escherichia coli.
Proc Natl Acad Sci USA 1986;83:5909–5913.

95. FuquaWC,Winans SC, Greenberg EP. Quorum sensing in bacteria: the LuxR-LuxI family
of cell density-responsive transcriptional regulators. J Bacteriol 1994;176:269–275.

96. Hu MC, Davidson N. The inducible lac operator-repressor system is functional in
mammalian cells. Cell 1987;48:555–566.

97. Weber W, Schoenmakers R, Spielmann M, El-Baba MD, Folcher M, Keller B, Weber CC,
Link N, van de Wetering P, Heinzen C, et al. Streptomyces-derived quorum-sensing
systems engineered for adjustable transgene expression in mammalian cells and mice.
Nucleic Acids Res 2003;31:e71.

98. Semenza GL,WangGL. A nuclear factor induced by hypoxia via de novo protein synthesis
binds to the human erythropoietin gene enhancer at a site required for transcriptional
activation. Mol Cell Biol 1992;12:5447–5454.

528 SYNTHETIC GENE NETWORKS


