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There seems to be a kind of order in the universe, in the movement of the stars and
the turning of the earth and the changing of the seasons, and even in the cycle of
human life. But human life itself is almost pure chaos.

—Katherine Anne Porter (1890–1980)

A mental note is worth all the paper it is written on.
—Marie Samples, OCME, New York

3.1 INTRODUCTION

All systems have a useful lifetime during which they serve the purpose for which
they were created. Just like a human lifetime, the degree to which a system achieves
this purpose typically varies with age. New systems start out by hopefully meeting
their performance targets. After entry in service, system elements and processes may
begin to degrade. Degradation that occurs during a system’s useful years motivates
a host of specialized maintenance activities, some planned and some unplanned,
intended to restore the system to as close to its original state as possible. Creating
written lists, calendars, and other memory enhancement techniques are examples
of maintenance items we use to restore memory functionality as close as possible
to earlier periods of peak performance.
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66 SYSTEM LIFE CYCLE

Eventually, most systems degrade to a point where they are no longer effectively
meeting consumer needs and are retired. At the retirement decision, the cost of
further maintaining a system could be exceeding the cost of replacing the system.
Or, perhaps the system is operating as intended but it can no longer provide value
to its stakeholders due to changes in the environment within which it exists. The
8Track technology for audio recording and playback is an example of a system
that was retired, because it lost its ability to compete in a consumer environment
where “smaller is better” drove demand. A similar competition is ongoing between
high-definition movie format and Blu-ray™ technology.

In a similar fashion to human physiology, it is useful to think of a system as
progressing through a succession of stages known as a life cycle. For living systems,
this cycle consists of four stages simply described: birth, growth, deterioration, and
death [1]. From a systems engineering perspective, there are at least three major
reasons why a life cycle structure is an effective metaphor. We can:

1. Organize system development activities in a logical fashion that recognizes
some activities must be accomplished prior to others.

2. Identify the specific activities needed to be accomplished in each stage to
successfully move to the next stage.

3. Effectively consider the impact that early decisions have on later stages of
the system life cycle, especially with regard to cost and risk (the likelihood
and consequences of system problems).

As illustrated in Figure 3.1, the system life cycle activities referred to in the
first reason have a logical sequencing. They align with the transition of a system
from its conceptual birth to eventual retirement. Notice that these activities are not
the same as those described in the systems decision process (SDP). The SDP is
a cycle of phases to support major systems decisions repeated at critical decision
points (gates) typically encountered once in each stage of the life cycle. The four
phases of the SDP are described in Part III of this book.

The second reason reinforces that as members of multidisciplinary teams (see
Chapter 7), systems engineers maintain an appropriate focus on what needs to be
done and when it needs to be done. The specifics of what, when, how, and why
associated with these needs are dictated by the life cycle stage of the system. For
example, the list of alternative solutions generated in a systems decision process
concerning a recently deployed system would consist of process and/or product
modifications and enhancements designed to aid the system to better achieve the
purpose for which it was created. Later in the stage, the list of alternative solutions
might focus on new systems to replace the current system.

Of the three reasons stated as to why a system life cycle metaphor is effective,
the third is the most important. Some decisions made during early stages of system
development are irreversible; once there is commitment to a particular system con-
cept (e.g., airplane) and a detailed design, consumer needs and resource limitations
(including time) usually prevent the design team from switching to alternative



INTRODUCTION 67

Figure 3.1 Systems decision processes occurring in each system life cycle stage.

design solutions. Other minor design decisions (e.g., paint color) can be altered
readily without significant impact on project planning and execution.

However, all decisions have immediate and delayed costs associated with them.
These costs can consist of a blend of financial, risk, environmental, technological,
legal, and moral factors of direct concern to stakeholders, many of which may not
be realized until later stages in the life cycle.

Not considering life cycle costs when making decisions early in the system
life cycle could prove to be disastrous to the long term system viability and
survivability. The principle underlying this idea goes back to an idea originating
during the Scottish enlightenment known as the Law of Unintended Consequences,
more recently stated [1] succinctly as “[w]hether or not what you do has the
effect you want, it will have three at least that you never expected, and one of
those usually unpleasant.” The least expensive and most effective hot water pipe
insulating material to use in the northeast United States might be asbestos, but
deciding to use asbestos without seriously considering the cost factors associated
with the operational and retirement stages would not be wise.

This principle reminds us to be careful not to commit to a “whatever is best for
right now” solution without examining the degree to which such a solution remains
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optimal for later life cycle stages as well. Hidden system costs often occur because
someone failed to employ systems thinking over a complete system life cycle.

In practice, life cycles are driven by the system under development. They
serve to describe a system as it matures over time with regard to its functioning.
A life cycle also guides professionals involved with sustaining the value delivered
by the system to consumers during this maturation. The life cycle stages need to
contain sufficient detail to enable systems engineers, systems managers, operations
researchers, production engineers, and so on, to identify where their skill set tasks
fit into the overall effort. At the same time, the stages need to be described broadly
enough to accommodate related activities in a natural way.

System life cycles are structured and documented for success. Among the
myriad of life cycle models in existence, two fundamental classifications arise:
predictive and adaptive [2]. Predictive life cycle models favor optimization over
adaptability. Adaptive life cycle models accept and embrace change during the
development process and resist detailed planning. Once a life cycle for a particular
systems decision problem is defined and documented, it is then possible to structure
the management activities that will be used to support each stage of the life cycle.
This provides the data that are necessary to support major decision gates to move
to the next stage. An effective management system prevents system development
from occurring in a piecemeal or disjoint basis that has a tendency to increase risk.

The life cycle model we use in this text has the advantage of being able to
simply represent stages in a system’s lifetime along with the activities within each
stage. The structured process used to define and support systems engineering activ-
ities within these stages, the systems decision process (SDP), is naturally cyclic,
thereby providing a constant feedback mechanism that encourages revision consis-
tent with changes in the system environment, all the while taking full advantage of
opportunities to capture and deliver value to the stakeholders. The SDP is typically
used at least once during each life cycle stage to determine if the system should
advance to the next stage.

As a consequence of separating the system life cycle from the SDP, the SDP
provides the essential information for systems decision makers independent of the
life cycle stage the system is in. Admittedly, each application of the SDP is tailored
to the system and the life cycle stage. Some elements of the SDP may be truncated,
while others may be amplified for some systems in some stages. This adaptability
feature is perhaps one of the SDPs greatest attributes. How to tailor the SDP is
described in Chapter 9.

3.2 SYSTEM LIFE CYCLE MODEL

The life cycle stages listed in Table 3.1 are broadly defined so as to apply to as
many systems as possible. As can be seen in the sections that follow, various other
life cycle models exist that have specific types of system development models or
systems engineering applications in mind. For example, the spiral design model
illustrated in Figure 3.3 is frequently used in software system development with an
eye toward highlighting risk management throughout the various life cycle stages.
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TABLE 3.1 System Life Cycle Model for Systems Engineering and Management

System Life Cycle Stage Typical Stage Activities

Establish system need Define the problem
Identify stakeholder needs
Identify preliminary requirements
Identify risk factors and initial risk management plan

Develop system concept Refine system requirements
Explore system concepts
Propose feasible system concepts
Refine risk factors
Assess initial performance, schedule, and technology

risks
Design and develop system Develop preliminary design

Develop final design
Assess initial development cost, market, and business

risks
Perform development tests to reduce risk
Refine performance, schedule, and technology risk

assessments; include mitigation steps in risk
management plan

Build development system(s) for test and evaluation
Verify and validate design
Test for integration, robustness, effectiveness
Includes production scheduling, economic analysis,

reliability assessments, maintainability, and spiral
design implementation considerations, among others

Produce system Produce system according to design specifications and
production schedule

Apply Lean Six Sigma as appropriate
Refine development cost, market, and business risks;

include mitigation steps in risk management plan
Monitor, measure and mitigate performance, schedule,

and technology risk
Assess initial operational risk to the system

Deploy system Refine operational risk management plan
Develop a deployment plan
Complete training of users and consumers

Operate system Operate system to satisfy consumer and user needs
Monitor, measure and mitigate operational risks
Identify opportunities for enhanced system

performance
Provide sustained system capability through

maintenance, updates, or planned spiral developed
enhancements

Retire system Develop retirement plan
Store, archive, or dispose of the system
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3.2.1 Establish System Need

Establishing a clear system need is a critical first step in system management.
Successfully addressing the purposes associated with this stage of the life cycle
increases the likelihood of a match between the system that is truly needed and
the one that is developed. The client facing the problem that generates a system
need is typically dealing with the problem’s symptoms and resulting effects on a
day-to-day basis. It is not unusual for a customer in this situation to communicate
an initial system need that is focused on treating these symptoms.

In the short term, treating the symptoms might improve the working conditions
associated with the problem but it does not help to resolve the underlying cause(s)
of the symptoms, which is much more difficult to uncover. The true cause(s) of
observed symptoms typically emerges from a process of intensive interaction with
stakeholders using techniques introduced in Chapter 10.

The first stage of the life cycle is about exploration, discovery, and refining
key ingredients necessary for a project to get off to a good start. This consumes a
large amount of time and effort. Once the actual problem, stakeholder needs, and
preliminary requirements are successfully defined, the beginning steps are taken
toward effective risk management and the system transitions into the next life
cycle stage.

3.2.2 Develop System Concept

The life cycle stage of developing a system concept is centered on applying
techniques designed to inspire creative thought contributing to effective, efficient
systems for delivering maximum value to the stakeholders. These techniques both
generate novel system possibilities that meet stakeholder needs and eliminate those
system concepts that are infeasible. Conceptual system models involving graphical
illustrations, tables, and charts comparing and contrasting system characteristics,
along with a multitude of linked hierarchical diagrams, are used to identify possible
system concepts that can meet stakeholder needs.

In light of this initial set of feasible system concepts, various dimensions of
system risk are identified and refined, such as performance (will the technology
work?), schedule (can it be provided when needed?), and cost (is the system afford-
able?). The life cycle transitions to the next stage only when a sufficient number
of feasible system concepts are identified that possess acceptable levels of risk.

3.2.3 Design and Develop System

The design and development stage involves designing, developing, testing, and
documenting the performance of the chosen system concept. Quite often the models
produced during this stage take the form of simulations, prototype code modules,
mathematical programs, and reduced and full-scale physical prototypes, among
others. One must be careful to adhere to professional best practices when testing
and analyzing the performance of competitive designs using these models and
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simulations (see Chapter 4), especially when it comes to verifying and validating
model results.

A feasible concept along with a system model enables the system team to
develop estimates of program costs along with market and business risks. Of course,
the accuracy of these risk estimates depends strongly upon the assumptions made
concerning the system deployment environment that will occur in the future. It is
wise under these conditions to carefully develop a set of use case scenarios for test-
ing the performance of the system design using models and simulations developed
for this purpose. These use cases should reasonably reflect the full span of “What
if?” possibilities. This is the only way of identifying system design problems and
limitations short of building, deploying and operating a full-scale system. Engineer-
ing managers are fully engaged in the system at this point in the life cycle as well,
developing plans to address all the dimensions of implementation noted. When sat-
isfactorily completed, the decision gate naturally supports the system going forward
into a production stage.

3.2.4 Produce System

Realizing success in the system production life cycle stage is as far from a fore-
gone conclusion as one might imagine. This is a period in the system life cycle that
stresses the management team charged with producing a system that meets all of
its intended purposes, meets or exceeds design requirements reflecting an accept-
able risk across all risk dimensions, and does all this in an effective and efficient
manner to achieve competitive advantage for the consumer of system products and
services.

Ultimately, the system must deliver value to the stakeholders or it will fail.
However, systems can fail through no fault of their own simply because of changing
environmental conditions. Remember that throughout the life cycle and all the
efforts that have gone into making a concept a reality, time continues to evolve,
raising the very real possibility that substantial threats to system success that were
not present earlier in the life cycle could exist upon deployment. Thus, during
this stage the systems team tries to identify and assess the types and levels of
operational risks the deployed system will face.

Depending on the type of system to be delivered—product-focused or service-
focused—Lean Six Sigma [3] and other process improvement methods are applied
so that the production processes used to make the designed system a reality are as
effective and efficient as possible.

A portion of the ongoing risk analysis engages in monitoring, measuring, and
mitigating risks identified in the previous life cycle stages. Moreover, a good deal
of effort goes into maintaining vigilance for any new risks that might emerge as
a result of changes in the environment outside of the control of the team. This
sensitivity naturally leads to considering those external factors that could present
risk to the system once it is placed into operation.

Operational risk [4] is emerging to be one of the least quantified, less under-
stood, yet potentially largest impact areas of risk for systems engineering. While no
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single definition is predominant currently, operational risk is generally understood
to mean the loss resulting from inadequate or failed internal processes, people, and
support systems or from environmental events. During this stage of the life cycle,
brainstorming and other ideation techniques are again used to identify an initial list
of operational risks that might threaten program success once the system is fielded
and in the hands of users and consumers.

3.2.5 Deploy System

Successfully deploying a new or reengineered system is the direct result of exe-
cuting a well-thought-out deployment plan that provides detailed planning for the
activities necessary to place the system into an operational environment. The plan
includes, as a minimum, a description of the assumptions supporting the current
capabilities and intended use of the system, the dependencies that can affect the
deployment of the system, and any factors that limit the ability to deploy the
system.

In close coordination with the system users, consumers, and owners, many other
deployment details are specified in the deployment plan as well. These include
information concerning deployment locations, site preparation, database conver-
sions or creation, and phased rollout sequencing (if appropriate). Training programs
and system documentation are created during this life cycle stage. Specific training
plans for system users and maintainers play a critical role in achieving a successful
system deployment.

The systems team itself transitions into a support role during this life cycle
stage as they begin to disengage from primary contact with the system and trans-
fer system functionality to the client. Additional resource requirements for the
design team are identified, support procedures designed, and a host of transition
activities along with management roles and responsibilities become part of the
deployment plan. Operations and maintenance plans are created and specified as
well in order to provide explicit guidance to system consumers and users as to how
they might capture the greatest value return consistent with the intended design
goals.

Finally, contingency plans are developed during this stage as well, some of which
are included in the deployment plan while others are maintained internally by the
systems engineering and deployment teams in case some of the risks identified
and planned for in previous stages become reality. The operational risks identified
previously are refined and updated as forecasted information concerning the system
environment used to develop an initial list of potential threats to program success
becomes reality.

3.2.6 Operate System

The most visible life cycle stage is that of operating the system in the mode it was
intended. System users operate systems to provide products and services to system
consumers. When we recognize the existence of systems in our environment, we are
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observing them in this stage of their life cycle. Some everyday systems that fall into
this characterization include transportation networks, communications networks,
electricity grid supply networks, emergency services, tourism, law enforcement,
national security, politics, organized crime, and so on.

Condition monitoring of a system while it is in operation is an activity that
has traditionally consisted of use-based measures such as the number of hours of
operation, number of spot welds performed, number of patients treated, and so on.
Measures such as these have dominated reliability analysis for systems whose wear
and tear during periods of nonuse is so small as to render its impact insignificant.

A good example of this can be seen in aircraft systems scheduled maintenance
planning, which is based on flight hours of the aircraft in operation and not on
the amount of time passed since the aircraft was placed into operation. Many
systems have switched to condition-based maintenance for example, in fleet aircraft
transportation operations, recognizing that not all pilots fly aircraft in the same
manner [5]. For military aircraft, condition-based maintenance assumes that an hour
flying routine missions imposes a significantly different level of system stress than
does an hour flying in combat missions—at night, in bad weather, amidst hostile
fire. Thus, system maintenance planning, which used to consist of executing routine
tasks on a preset schedule, is evolving to the point where real-time monitoring of
system condition indicators is becoming more commonplace.

The operational risks due to external influences on system elements, services, and
performance to meet goals identified in previous life cycle stages are closely mon-
itored during system operation. However, management focus during this life cycle
stage is not exclusively centered on potential bad things that might occur. They
also maintain a heightened awareness for possible opportunities to enhance system
performance that could add value to the stakeholders or increase the competitive
advantage of consumers and users.

In fact, when systems engineers are called upon to engage a system during one of
its operational life cycle stages, the underlying motivation of the user organization
is centered on this very principle of exacting increased performance value out of
the existing system. This could mean reengineering the system or its processes,
applying optimization techniques to increase the efficiency of some dimensions of
the system operation, using reliability methods to better understand and reduce the
overall maintenance costs, or perhaps generating new ideas for system replacement
that leverage recent developments in technology, knowledge, or the competitive
landscape. Some of these advancements or changes in the operating environment
may have been predicted and planned for during earlier life cycle stages, in which
case system enhancements would be applied using principles of spiral development
as well [6] .

3.2.7 Retire System

Finally, when users determine that it is no longer in their best interest to continue
operating the system, it is retired from service. While the activities during this stage
might be as simple as donating the existing system to a nonprofit organization or
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placing the system in storage, this life cycle stage can actually be quite complicated.
One needs only consider the intricate requirements associated with taking a nuclear
power plant offline in order to gain an appreciation for how complex this system
retirement stage could be [7].

3.3 OTHER MAJOR SYSTEM LIFE CYCLE MODELS

As mentioned previously, there are several life cycle models in common use today.
All of these life cycle models, including the one we use, are based on sets of
professionally agreed standards, the primary ones being listed in Table 3.2 [8].
Despite The International Council on Systems Engineering (INCOSE) has taken a
lead on setting a common standard for professional practice and education against
which programs and businesses can compare their quality levels.

The last standard listed, ISO/IEC 15288, represents a modern interpretation of a
system life cycle relative to the complex and heavily stakeholder dependent nature
of the typical systems addressed in professional practice today. It represents the
evolving standard of systems engineering practice in the United Kingdom. In this
vein, the ISO/IEC 15288 system life cycle model is serving a purpose closely
aligned with the life cycle model we use, except that, as can be seen in Table 3.3,
they combine a life cycle model with various steps in a systems decision process. In
this text, we separate the two processes into the system life cycle model discussed
earlier and the SDP that supports decision making during all the stages of the
system life cycle model.

Given the sequential representation shown in Table 3.3 [9], the ISO/IEC 15288
system life cycle implies that one stage is completed before transitioning into the
next. As a result, this life cycle model has been criticized for its lack of robustness

Figure 3.2 Waterfall system life cycle model.
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TABLE 3.2 A Comparison of Standards-Driven Life Cycle Models

Standard Description System Life Cycle Stages

MIL/-STD/-499B Focuses on the
development of
defense systems.

• Preconcept
• Concept exploration and

definition
• Demonstration and validation
• Engineering and manufacturing

development
• Production and deployment
• Operations and support

EIA.IS 632 A demilitarized version
of MILSTD499B

• Market requirements
• Concept definition and feasibility
• Concept validation
• Engineering and manufacturing

development
• Production and deployment
• Operations and support

IEEE 1220 Introduces the
interdisciplinary nature
of the tasks involved in
transforming client
needs, requirements,
and constraints into a
system solution.

• System definition
• Subsystem definition
• Preliminary design
• Detailed design
• Fabrication, assembly,

integration, and test
• Production
• Customer support

EIA 632 Focus is on defining
processes that can be
applied in any
enterprise-based life
cycle phase to engineer
or reengineer a system.

• Assessment of opportunities
• Solicitation and contract award
• System concept development
• Subsystem design and

predeployment
• Deployment, installation,

operations, and support

ISO/IEC 15288 Includes both systems
engineering and
management processes
at a high level of
abstraction.

• Concept process
• Development process
• Production process
• Utilization process
• Support process
• Retirement or disposal process
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TABLE 3.3 The ISO/IEC 15288 Systems Engineering Life Cycle Model

Life Cycle Stage Purpose Decision Gates

Concept • Identify stakeholder needs
• Explore concepts
• Propose feasible solutions

Execute next stage

Development • Refine system requirements
• Create solution description
• Build system
• Verify and validate

Continue current stage

Production • Mass produce system
• Inspect and test

Go to previous stage

Utilization • Operate system to satisfy user
needs

Hold project activity

Support • Provide sustained system
capability

Terminate project

Retirement • Store, archive, or dispose of
system

in dealing with a wide variety of system problems. The waterfall model (Figure 3.2)
is more robust because system problems arising in any stage can lead the systems
team to recycle back through earlier stages in order to resolve them.

In contrast to the waterfall, the spiral life cycle model shown in Figure 3.3
formalizes the notion of repeated cycling through a development process. Each
spiral produces increasingly more complex prototypes leading to a full-scale system
deployment. In essence, the spiral model executes a series of waterfall models for
each prototype development.

One attractive feature of the spiral model is the explicit recognition of the
important role that risk plays in system development. This same consideration is
intentionally incorporated in the system life cycle model we use. In both life cycle
models, various types of risks are identified during each prototype development
cycle—for example, investment risk, performance risk, schedule risk, and so on.
If these risks are successfully mitigated, the systems team evaluates the results of
the current cycle, presents the results and conclusions in support of the decision
gate, and, if approved, proceeds to enhance the prototype in the spiral model or
moves to another stage in our life cycle model. Failing to resolve important risks
can cause the program to terminate during any stage.

Several other specialized models are used for system development, although
none as prevalent as the two already mentioned. Rapid applications development,
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Figure 3.3 Spiral life cycle model with embedded risk assessment [10].

a methodology created to respond to the need to develop software systems very
fast, strives to deploy an 80% system solution in 20% of the time that would be
required to produce a total solution [11], and agile life cycle models [12] are among
these specialized models.

3.4 RISK MANAGEMENT IN THE SYSTEM LIFE CYCLE

As the complexity of systems and their environment increases, the number, type,
likelihood, and impact of events that can and might occur to threaten the well-being
of systems becomes increasingly more difficult to identify.

A risk is a probabilistic event that, if it occurs, will cause unwanted change in
the cost, schedule, or value return (e.g., technical performance) of an engineering
system [13]. The goal of risk management is to identify and assess risks in order to
enact policy and take action to reduce the risk-induced variance of system technical
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performance, cost, and schedule estimates over the entire system life cycle. In other
words, risk management describes a collection of conscience and deliberate actions
to protect the system from the adverse effects of specific events that have a nonzero
probability of occurring in the future.

System complexity works against accomplishing this goal in an easy manner
because by increasing the number and type of interconnections, vested interests,
and uncertainty, it becomes more and more difficult to effectively apply risk man-
agement. This is especially true if the risk management activities lack formal,
repeatable organization. The situation today is that it is simply impossible to “fly
by intuition” in this regard. Moreover, while risks associated with specific com-
ponents, so-called nonsystemic risks, might be identifiable by ad hoc procedures
based on experience alone, the more subtle and elusive systemic risks, those inher-
ent in the entire system (shared across components), will routinely avoid detection
without some organized, repeatable process. This latter group can, if left unattended
to, take down an entire financial, communications, transportation, or other system
when they occur [14].

Risk management, which is comprised of three main activities—risk iden-
tification, risk assessment, and risk mitigation—is an ongoing process applied
throughout the life cycle of a systems engineering project. In this section, we take
a broad view of risk management [15], focusing on core principles and concepts
that set the stage for a more in-depth exploration in later chapters.

3.4.1 Risk Identification

The process of identifying risks consists of determining any sources of risk and the
scenarios under which they may occur. Risk identification seeks to discover and
categorize uncertain events or conditions whose occurrence will have a negative
impact on system cost, schedule, value, technical performance, or safety. The focus
of this effort often changes during a systems decision problem. A team could
be initially concerned about the risk associated with having the project proposal
approved, shifting then to possible risk impediments to the SDP effort and, finally,
shifting to addressing threats to the successful implementation and sustained health
of the selected system solution. Ideally then, techniques used to identify risks need
to be flexible or general enough to apply throughout the life of a systems decision
problem and its resulting solution. In what follows, we refer to the systems decision
problem effort as “the project.”

Two convenient techniques for identifying possible risks to systems are prompt
lists and brainstorming. Both techniques involve extensive interaction with the
system stakeholders. Their unique insights arising from their extensive knowledge
of the operating environment of the needed system are critical information elements
needed to develop comprehensive risk categories.

A prompt list is simply a listing of possible categories of risks that are particular
to the current systems decision problem. They function as word recall prompts
during stakeholder interviews, helping participants to think of as many risks to its
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success as possible. As a technique, a prompt list can be used on an individual
basis or in a group setting with a facilitator from the systems team in control.

For example, when identifying risk elements during a life cycle stage that
focuses on establishing the need for a system, the team could use a prompt list con-
sisting of the SDP environmental factors—technological, health & safety, social,
moral/ethical, security, cultural, ecological, historical, organizational, political, eco-
nomic, and legal—in order to develop a preliminary list of major risks associated
with developing a system to meet the needs of stakeholders. The risk elements
emerge in subsequent discussions as the details required to document risks in a
risk register are identified. Executive board objections to the overall decision sup-
port, potential financial problems with funding the effort to completion, knowledge
deficiencies due to venturing into new competitive territory, political backlash from
government administrators or the general public, and so on, are examples of the
types of risk that arise.

Brainstorming (see Chapter 11) is a technique that works much in the same
manner as a prompt list except that a neutral human facilitator from the systems
team serves a similar purpose as the prompt list: to elicit without judgment from
the stakeholders any possible risks to successful project completion they might
identify from their experience. Brainstorming is also performed almost exclusively
in a group setting. The facilitator might employ project schedules, graphical illus-
trations, data tables, or even a prompt list to help the participants identify risks.

A successful brainstorming session depends heavily on the participation of key
stakeholders (see Chapter 10). As with many senior leaders of organizations who
have constant demands on their time, these key stakeholders may not be able to
assemble as a single group for any significant length of time. When stakeholder
access is limited, prompt lists are a better technique to use for risk identification
because they allow decentralized participation in the risk identification process
while maintaining a common frame-of-reference provided by the logical structure
of the list. In either instance, a good practice is to plan on at least two complete
iterations of stakeholder interviews so that the results of the first set of interviews
might be leveraged as prompts for all stakeholders during the second session.

There are six common questions [16] that are commonly used to capture various
dimensions of risk to the system during brainstorming sessions with key stakehold-
ers. The answers to these questions provide the data needed to begin to analyze
risks and plan for their mitigation during a systems decision problem. The six
questions are:

1. What can go wrong?

2. What is the likelihood of something going wrong?

3. What are the consequences?

4. What can be done and what options are available?

5. What are the tradeoffs in terms of risk, costs, and benefits?

6. What are the impacts of current decisions on future options?
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TABLE 3.4 Techniques for the Identification of Potential Sources of Risk in the NSTS
Program

Hazard analysis Design and engineering studies
Development and acceptance testing Safety studies and analysis
FMEAs, CILs, and EIFA Certification test and analysis
Sneak circuit analyses Milestone reviews
Failure investigations Waivers and deviations
Walk-down inspections Mission planning activities
Software reviews Astronaut debriefings and concerns
OMRSD/OMI Flight anomalies
Flight rules development Aerospace safety advisory panel
Lessons-learned Alerts
Critical functions assessment Individual concerns
Hot line Panel meetings
Software hazard analysis Faulty tree analysis
Inspections Change evaluation
Review of manufacturing process Human factors analysis
Simulations Payload hazard reports
Real-time operations Payload interfaces

To make an important point clear: Identifying project risks is a demanding task
that consumes a good deal of time, effort, and brainpower to do it right. Using
a structured, repeatable method that is easy to understand is a key ingredient to
success. As an example of how important this process is to successful systems
decision problems and how systems engineers attempt to address this concern as
comprehensively as possible, consider the listing of techniques used by NASA
scientists and risk specialists to identify risks to the National Space Transportation
System (NSTS) [17] shown in Table 3.4. These tasks represent thousands of work
hours by a host of people across a broad range of system stakeholders.

As each risk is identified, it is categorized, to ensure that risks are not double-
counted and that the identification of risks is comprehensive. The intent is to group
risks into mutually exclusive and collectively exhaustive categories. INCOSE rec-
ognizes four categories of risk that must be considered during a system decision
problem: technical risk, cost risk, schedule risk, and programmatic risk [18, 19].

Technical risk is concerned with the possibility that a requirement of the sys-
tem will not be achieved, such as a functional requirement or a specific technical
performance objective, because of a problem associated with the technology incor-
porated into the system, used by the system, or interfacing with system input and
output. One component of the SDP described in Chapter 10 is a functional analysis,
which is used to develop a functional hierarchy that illustrates what any feasible
system solution must do to be considered successful. For a host of modern sys-
tems, technology is the main driver of these functions. By considering the risk to
accomplishing each function, a comprehensive treatment of technical risk ensues.

Cost risk is the possibility of exceeding the planned design, development, pro-
duction, or operating budgets in whole or in part. For any system, estimates of
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future life cycle costs are subject to varying degrees of uncertainty due to uncon-
trollable environmental factors, time, and the source of information used to develop
these estimates. The further forward in time these costs are anticipated to occur,
the more uncertainty is associated with their estimates. While objective cost data
with similar systems decision problems is desirable, subjective expert opinion is
often used to create cost estimates for items less familiar to the project team and
stakeholders. This injects additional uncertainty that must be taken into account,
as we show in Chapter 5. Cost risk planning is more complicated than simply
accounting for program spending and balancing any remaining budget. Cost risk
extends over the entire system life cycle. Decisions made throughout the system
life cycle are assessed for their downstream impact on the total system life cycle
costs. It becomes necessary to identify major cost drivers whose variability can
cause the projet to “break the budget” rapidly, thus causing a termination of the
effort in the worst case. Properly eliciting the information needed to model and
analyze cost uncertainty requires careful thought and consideration [20].

Schedule risk is the possibility that a project will fail to achieve key milestones
agreed upon with the client. Scheduling individual tasks, duration, and their inter-
relationships is critical to sound project planning. Doing so directly identifies those
system activities that lie on a critical path to project success (see Chapter 13). Sys-
tems engineers and program managers should focus a large amount of their effort
on these critical path tasks because when these tasks fail to achieve on-time start
and completion times, the overall project schedule and delivery dates are directly
effected. While the more common method of identifying critical path activities
is deterministic, recent developments have demonstrated significantly improved
benefits for analyzing cost, schedule, and risk simultaneously via Monte Carlo
simulation [21].

Programmatic risk arises from the recognition that any systems decision prob-
lem takes place within a larger environmental context. Thus, it is an assessment
of how and to what degree external effects and decisions imposed on the projet
threaten successful system development and deployment. This last form of risk
is closely related to the concept of operational risk emerging from the banking
industry [22]. Increased levels of critical suppliers, outsourcing specific engineer-
ing tasks, budget reductions, personnel reassignments, and so on, are all examples
of programmatic risk.

The INCOSE risk categories provide a useful framework for facilitating risk
identification and ensuring a comprehensive treatment of risks. It should be noted
that the above risk categories interact with each other throughout a system life
cycle. While standard in a systems engineering environment, these are not the only
grouping categories that are used. Commercial banks, for example, divide their risk
categories into financial, operational, and, more recently, systematic risks in order
to track the most common undesirable future events they face.

The systemic risk category is worth emphasizing because of its recent realiza-
tion in global securities markets. The Counterpolicy Risk Management Group [23]
suggests an effective definition for our use. A systemic risk is the potential loss
or damage to an entire system as contrasted with the loss to a single unit of that
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system. Systemic risks are exacerbated by interdependencies among the units often
because of weak links in the system. These risks can be triggered by sudden events
or built up over time with the impact often being large and possibly catastrophic.

Systemic risk is an interesting phenomenon gaining growing attention across
all risk concerns with systems. Recently, the impact of unmitigated systemic risk
events occurring within the financial markets was felt across the globe. The U.S.
Congressional Research Service (CRS) describes systemic risk in the following
manner:

All financial market participants face risk—without it, financial intermediation would
not occur. Some risks, such as the failure of a specific firm or change in a specific
interest rate, can be protected against through diversification, insurance, or financial
instruments such as derivatives. One definition of systemic risk is risk that can poten-
tially cause instability for large parts of the financial system. Often, systemic risk
will be caused by risks that individual firms cannot protect themselves against; some
economists distinguish these types of risks as a subset of systemic risks called system-
atic risks. Systemic risk can come from within or outside of the financial system. An
example of systemic risk that came from outside of the financial system were fears
(that largely proved unfounded in hindsight) that the September 11, 2001 terrorist
attacks on the nation’s financial center would lead to widespread disruption to finan-
cial flows because of the destruction of physical infrastructure and death of highly
specialized industry professionals. Systemic risk within the financial system is often
characterized as contagion, meaning that problems with certain firms or parts of the
system spill over to other firms and parts of the system [24].

The CRS report emphasizes several characteristics of systemic risk that all
systems experience: shared risk due to system interconnectivity of people, organi-
zations, equipment, policy, and so on. Systems engineering teams should be aware
that systemic risks loom large on complicated projects. As the system solution
structure grows, so does the likelihood that the activities supporting its develop-
ment within the SDP will be subdivided among groups of the team with specialized
knowledge and experience. While both effective and efficient, the project manager
(PM) must maintain an integrated, holistic perspective of the overall project. With-
out this perspective and sensitivity to systemic risk, the project could be doomed
to failure. A recently release report of the World Economic Forum strongly empha-
sized this point by bringing together a wide range of systems thinking experts to
assist the financial services industry to develop just such a perspective. During the
financial crisis of 2007 and 2008, no one regulatory authority or organization in
the financial services industry had system-wide oversight that might have identified
the rising systemic risk of over-leveraging that occurred [14].

A common and effective means of documenting and tracking risks once they are
identified is through the use of a risk register . A risk register holds a list of key risks
that need to be monitored and managed. When used properly, it is reviewed and
updated regularly and should be a permanent item on any project meeting agenda.
Figure 3.4 shows an example risk register for the rocket problem using several of
the risk categories noted earlier. The values shown in the impact, likelihood, and
risk level columns are developed using the techniques described in what follows.



RISK MANAGEMENT IN THE SYSTEM LIFE CYCLE 83

Risk Category Impact Likelihood Risk Level Current Mitigation Risk Owner

Government failure to
set aside contingency
funds

Financial Medium Low Amber None Monthly monitoring of
contingency funds by
design team

Client

Breach of legislation Legal Medium Medium Amber Compliance
audit

Peer review by legal
advisors

Team internal legal

Substandard
composite material
used in multiple
component housings

Systemic High Low Green Periodic
material
sampling

Material engineering
review during IPRs

Project lead
engineer

Figure 3.4 Example risk register used during the SDP.

3.4.2 Risk Assessment

Once risks have been identified and categorized, the next challenge is to deter-
mine those risks that pose the greatest threat to the system. This risk assessment
process involves assessing each hazard in terms of the potential, magnitude, and
consequences of any loss from or to a system. When there exists historical data
on these losses or the rate of occurrence for the risk event, the risk analysis is
directly measured from the statistics of the loss. Otherwise, the risk event is mod-
eled and predicted using probabilistic risk analysis (PRA) techniques [25]. This
latter option has become the norm in modern risk analysis because for complex
systems, especially those involving new or innovative technologies, such historical
loss data rarely exists. Because some of the hazards to the system may involve rare
events that have never occurred, estimates of the probability of occurrence can be
difficult to assess and often must be based on a subjective estimate derived from
expert opinion. When this occurs, techniques such as partitioned multiobjective risk
method (PMRM) that use conditional risk functions to properly model and analyze
these extreme events are employed [26].

The consequence imposed on system success when a risk event does transpire
can involve increased cost, degradation of system technical performance, schedule
delays, loss of life, and a number of other undesirable effects. With complex sys-
tems, the full consequence of a risk may not be immediately apparent as it might
take time for the effects to propagate across the multitude of interconnections. These
“downstream” effects, often referred to second- third-, and higher-order effects, are
very difficult to identify and assess, and can easily be of higher consequence than
the immediate ones. The risk of the Tacoma-Narrows bridge on Highway 16 in
Seattle collapsing can be assessed from structural engineering information and his-
torical data existing from its previous collapse in 1940. However, suppose that
when this bridge collapses, the express delivery van carrying human transplant
organs does not make it to the regional hospital in time to save the patient. The
patient happens to be a U.S. senator who is the current champion of a new bill to
Congress authorizing direct loans to Washington State residents suffering under the
collapse of the mortgage industry. The bill fails to pass and thousands of people
lose their homes, and so on. The middle English poet John Gower captured this
domino effect in his poem For Want of a Nail , the modern nursery rhyme version
of which goes:
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For want of a nail, the shoe was lost;

For want of the shoe, the horse was lost;

For want of the horse, the rider was lost;

For want of a rider, the battle was lost;

For want of the battle, the kingdom was lost;

And all for the want of a horseshoe nail.

Probability–impact (P–I) tables [27], also known as probability–consequences
tables, are a straightforward tool that can be used both to differentiate between and
help prioritize upon the various risks identified and to provide clarifying summary
information concerning specific risks. In concept, P–I tables are similar to the
matrix procedure described in Military Standard (MIL-STD) 882 [28], elsewhere
adapted to become a bicriteria filtering and ranking method [18].

P–I tables are attractive for use early in the system life cycle because as a
qualitative technique they can be applied using only stakeholder input. Later, as
risk mitigation costs become available, a third dimension representing the mitigation
cost range can be imposed on the P–I table, thereby completing the trade space
involved with risk management. Stakeholders are asked to select their assessed
level of likelihood and impact of risks using a constructed qualitative scale such
as very low, low, medium, high, and very high. If the actual probability intervals
are difficult to assess at an early stage, a similar constructed scale can be used to
solicit stakeholder input as to the likelihood of risks: unlikely, seldom, occasional,
likely, and frequent [18]. The point is to start the risk management process early
in the system life cycle and not to delay risk consideration until sufficient data are
available to quantify risk assessments.

Typically, each of these qualitative labels is defined with a range specific of
outcomes for the risks that helps the stakeholder to distinguish between levels.
Using ranges, such as those illustrated in Figure 3.5 for five qualitative labels, helps
normalize estimates among stakeholders. Ideally, what one stakeholder considers
very high impact should correspond to what all stakeholders consider very high
impact. When this is not possible to achieve, other methods such as swing weighting
(see Chapter 10) become useful.

It is very important to understand what can go awry with subjective approaches
such as that used in the P–I table approach, and nearly all of these considerations

Figure 3.5 Example of constructed value range scales.
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are based on the fact that stakeholders are involved [29]. Among these, three are
important to highlight: Stakeholders can have very different perceptions of risk and
uncertainty [30]; qualitative descriptions of likelihood are understood and used very
differently by different stakeholders; and numerical scoring schemes can introduce
their own source of errors. Straightforward techniques such as calibration tests [29]
can help move stakeholders to a common scale while helping the systems team
translate stakeholder input for use in risk modeling and assessment. The swing
weighting technique introduced in later chapters can easily be modified and used
for eliciting reasonably accurate stakeholder numerical scores. Its basis in decision
analysis mitigates many of the scoring error concerns noted in the literature.

Since each risk element is characterized in terms of its likelihood of occurrence
and subsequent impact should the event occur, a two-dimensional P–I table as
shown in Figure 3.6 can be used to categorically match each risk with its pairwise
correlation to the two characteristics. The resulting table enables the systems team
to prioritize its risk management efforts appropriate to the threat level posed by
specific risk elements.

For example, risk 5 has been estimated by stakeholders to have a very low
likelihood of occurring and, if it does occur, will have very low impact on the
system. Although it would continue to be monitored and measured throughout the
system life cycle stages in which it was present, it more than likely would receive
very little mitigation effort on the part of the systems team. Risk 4 on the other
hand, has been estimated by stakeholders to have a high likelihood of occurring
and, if it does occur, will have a high (and serious) impact on the success of the
project, would command a good degree of attention throughout the life cycle of
the system.

Figure 3.7 shows that the stakeholders consider risk element 3 to have three dif-
ferent impacts on the system: schedule (S), technical performance (P), and cost ($),
each with varying estimations on their likelihood of occurring and their potential
impact should they occur. In this example, the likelihood of violating cost limits for
the program is estimated to be very low, but if it does occur it has the possibility
of potentially terminating the program because of its very high impact. This is an
example of an extreme event described earlier. Its low probability of occurrence
does very little to allay the fears associated with this risk, should it occur.

P–I tables provide an important perspective on the anticipated risks that a
system or project will face. To form a comprehensive understanding, P–I table

Figure 3.6 Example P–I table for six risk elements.
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Probability impact table for risk element 3

Probability of occurrence

$Very high

Very Low

Very Low Very HighLow High

High

Medium

Medium

Low

5

P

Im
pa

ct

Figure 3.7 Specific P–I table for risk element 3.

results should be combined with other methods as appropriate. These include:
capturing the frequency of occurrence, estimating correlation to other risks, esti-
mating “time to impact” if a risk were to come to fruition, using decision analysis,
and incorporating simulation experiments to assess the dynamic effects associated
with risk. Generally, the analysis proceeds through increasing levels of risk quan-
tification, beginning with a qualitative identification of the risk, followed by an
understanding of the plausible range of each parameter, a “best estimate” of each
parameter, and finally an estimate of the probability distribution of each parameter
and the effect on the overall program. The size of the system, the severity of the
risks, and the time available will determine the appropriate degree of quantification.

Assessment of technical risk, which involves the possibility that a requirement
of the system will not be achieved, is enabled by functional analysis, introduced in
Chapter 2, and further discussed in Chapter 10. Through functional analysis, the
systems engineer defines the functions that the system must perform to be success-
ful. Technical risk is assessed by considering each function and the likelihood and
consequence of hazards to that function.

It is important to consider any required interactions between functions and risks
to these interactions. Being sensitive to the connections between all elements of
a systems solution forces a systems team to pay attention to a common source of
failure in complex systems: the seams of a system . These seams afford interface
compatibility and sharing protocols between systems. They are system boundaries
rather than system components. Because of this, they are easily overlooked during
risk identification sessions with stakeholders who have not internalized a sys-
tems thinking perspective of their operational environment. Accounting for the
importance of each function and the degree of performance required enables a
prioritization and comprehensive treatment of technical risk.

Assessment of cost risk, which involves the possibility of exceeding the design,
development, production, or operating budgets in whole or in part, consists of
examining (a) the various costs associated with a system solution or project, (b)
their uncertainties, and (c) any possible risks and opportunities that may affect
these costs. The risks and opportunities of interest are those that could potentially
increase or decrease the estimated costs of the project, this includes decisions made
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System life cycle duration

Cost Projections
Establish
system
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Develop
system
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Design &
develop
system

Produce
system

Deploy
system

Operate
system

Retire
system

Figure 3.8 Example system life cycle cost profile.

throughout the system life cycle, which may have downstream effects on the total
system life cycle costs. These risks are projected for all stages of the life cycle of
a system project. Assessment of cost risk is enabled by an understanding of the
uncertainty involved with the major cost drivers. The resulting analysis produces a
projected system life cycle cost profile as shown in Figure 3.8. This profile varies
by the type of system. A software program, for example, has high design and
development costs, but generally lower production and deployment costs. These
estimates are less certain and more likely to vary the more into the future they
occur. Chapter 5 discusses life cycle costing in detail and describes the use of
Monte Carlo simulation analysis to assess cost risk.

Assessment of schedule risk, which involved the possibility that the system or
project will fail to achieve a scheduled key milestone, examines the time allotted
to complete key tasks associated with the project, the interrelationships between
these tasks, and the associated risks and opportunities that may affect the timing
of task accomplishment. Schedule risk analysis relies on analytical methods such
as Pert charts to unveil the sometimes complex logical connections between the
tasks. Chapter 13, which describes the Solution Implementation phase of the SDP,
addresses scheduling of program tasks, duration, and their interrelationships, as
well as identifying system activities that lie on a critical path to project success.
These critical path tasks should be a primary focus of schedule risk assessment,
because a delay in the completion of any of these tasks will result in a delay in the
overall program schedule.

Programmatic risk assessment considers all threats to successful system devel-
opment and deployment resulting from external effects and decisions imposed on
the system or project. This assessment is informed by an understanding of the
system and its relation to lateral systems and the metasystem within which it is
spatially located. A thorough stakeholder analysis, discussed in Chapter 10, will
also enable an assessment of the programmatic risks.

The nature and methods of risk assessment vary somewhat across the risk cat-
egories described. In addition to assessing the risks in each category, a systems
engineer must consider the seams here as well: possible interactions between risk
categories. These interactions can impose correlations that should be included in
Monte Carlo simulation models [31]. For example, schedule delays could result
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in monetary fines for not meeting agreed-upon contractual deadlines. Also, there
may exist correlation between risks, with the occurrence of one risk increasing (or
decreasing) the likelihood of other events happening. These dependencies can again
be modeled using simulation to analyze the effect of simultaneous variation in cost,
schedule, and value (technical performance) outcomes. Dependencies between cost
elements can be accounted for using correlation coefficients [32] or they can be
explicitly modeled [33].

By assessing the relative likelihoods and consequences of each risk across and
among each category, risks can be prioritized, policy can be set, and actions can
be taken to effectively and efficiently mitigate risks.

3.4.3 Risk Mitigation

With the knowledge gained through risk identification and risk assessment, project
managers and systems engineers are equipped to reduce risk through a program of
risk mitigation designed to monitor, measure, and mitigate risk throughout the sys-
tem life cycle. Risks should be continuously monitored once identified, even if their
assessed threat to the success of the program is minor. Time and situational factors
beyond the control of the systems team and stakeholders can dramatically increase
(or decrease) the potential threat posed by risk factors. Maintaining a watchful eye
on the system environment throughout a systems decision problem helps to identify
these risks early, thereby reducing the likelihood of unwelcome surprises.

The goal of risk mitigation is to take action to decrease the risk-based variance on
performance, cost, value, and schedule parameters over the entire system life cycle.
Figure 3.9 shows a graphical illustration of the variance of a project’s total cost

Figure 3.9 Estimate of system cost variance over life cycle.
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estimate before effective risk management (A) and after (B). The spread between
worst-case and best-case estimates is reduced earlier in the life cycle, yielding
more accurate estimates of total system costs and dramatically reducing the threat
of cost overruns to project success. Effective risk management has a likewise effect
on value, technical performance, and schedule.

Once risks are identified, are actively being monitored, and are being measured,
systems teams should be proactive in taking action to mitigate the potential threats
to the system or project. Simply being aware of potential system or project risks is
insufficient to properly manage or control the degree of their presence or impact.
The primary means of deciding how to do this is through a risk management
plan that clearly prioritizes the risks in terms of their relative likelihoods and
consequences. To be successful, the risk management plan must be supported by
organizational and project leadership. By properly aligning incentives, technical
expertise, and authority, these leaders can help facilitate the greatest likelihood of
overall success.

Once a risk has been identified, assessed, and determined to require mitigation,
there are several options available to mitigate system risk. It may be possible to
avoid the risk, if the organization can take action to reduce the probability of
occurrence to zero or completely eliminate the consequences of the risk. It may
be appropriate to transfer the risk to another organization through a contract; an
insurance policy is one example of this approach. An organization may reduce
risk by taking action to reduce the likelihood of the hazard occurring or reduce
the severity of consequences if the hazard does occur. Finally, an organization
may choose to accept risk if it has little or no control over the risk event and the
overall system threat is considered to be very low. Each risk should be considered
individually and within the context of the larger system as management decides
on the appropriate approach (avoid, transfer, reduce, or accept) and the subsequent
actions to take as a result.

All system activities involve risk; therefore, risk management must be a contin-
uous process applied throughout the system life cycle of any systems engineering
project. To illustrate this concept as it applies to a large-scale project, Figure 3.10
graphically displays the degree of involvement for major program teams throughout
the shuttle life cycle stages identified by the Johnson Space Center. Of particular
note is the one category that engages in risk management right from the start: the
design and development teams. This just happens to be the principal location of
systems engineers for the program.

3.5 SUMMARY

It is impossible to successfully complete systems decision problems without inte-
grating comprehensive planning across an entire system life cycle. Current system
life cycle models are based on standards set by professional organizations.

The system life cycle provides an effective metaphor for structuring the critical
activities performed by a systems team during a project. The system life cycle
introduced in this chapter consists of seven stages: establish system need, develop
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Figure 3.10 Degree of involvement in risk management across program life cycle
(NASA JSC).

system concept, design and develop system, produce system, deploy system, oper-
ate system, and retire system. As described in Chapter 2, there are six principal
stakeholder groups associated with every systems decision problem. All six of
these groups are completely imbedded in life cycle stage activities to maximize the
potential contributions their expertise has on a program.

The life cycle is separate from the SDP that systems teams execute during each
stage of a system life cycle. The SDP is described in Part III.

The system life cycle model structures risk management necessary for continued
successful operation. Effective risk management is crucial to success. Identifying
risks is a challenging task, further complicated by the need to focus attention on
the seams of systems, boundaries at which required systems interactions often
fail. Awareness of these seams and the ability to identify and anticipate second-,
third-, and higher-order consequences of risk events is enhanced through systems
thinking. Failing to adequately manage risks will cause problems for a system. Risk
management is an ongoing activity throughout the entire system life cycle.

3.6 EXERCISES

3.1. For each of the following systems, use the system life cycle model intro-
duced in this chapter to identify the life cycle stage you believe the system
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to be in based on your current level of knowledge and understanding of the
system.

(a) The Vonage internet communications system.

(b) Trade unions in the United States.

(c) Satellite radio in the United States.

(d) Al-Qaeda terrorist network.

(e) The relationship existing between you and your current group of friend.

(f) Cancer research in the United States.

(g) Apple iPhone.

(h) Your parent’s automobile(s).

(i) Mono Lake ecosystem in California.

(j) The aquifer system supporting Phoenix, Arizona.

(k) Amtrak rail system in the United States.

(l) MySpace.com.

(m) Legal immigration process.

(n) Eurail pass system.

(o) Professional cricket in Pakistan.

(p) The musical group Gorillaz.

(q) Professional soccer in the United States.

(r) The U.S. interstate highway system.

3.2. Given the stages you identified for each of the systems in the previous
question, we now want to consider risk relative to these stages. For each of
the systems:

(a) List the risks you believe exist that threaten its successful continued
operation.

(b) Construct a probability–impact (P–I) table using the scales shown in
Figure 3.6 to place each of the risks.

(c) From the risks that you identified, pick the two highest and two low-
est assessed risks and construct individual P-I tables for each of these
following the example in Figure 3.7.

(d) For the four risks that you constructed P–I tables, identify two actions
that could be taken by system owners or users to manage these risks.
Additionally, explain whether these management actions would elimi-
nate, mitigate, or have little effect on the level of risk that you assessed?

(e) Lastly, if the systems associated with these risks advance to their next
life cycle stage, will the risks you assesed still be relevant? Explain.
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