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5.1
Introduction

This chapter seeks to present the reader with a summary of the modeling challenges
that are posed by the miniaturization of chemical and process devices, together with
advice on ways to overcome them. The successful use of modeling is demonstrated
via a large number of case studies covering both single and multi-phase flows. Here
we consider a scale ranging from a few hundred micrometers to a few millimeters.
Above this size, the well-known modeling techniques of computational fluid
dynamics (CFD), as embodied in a number of commercial packages, are widely used
and validated. Below this size, the applications are directed towards nanotechnology
and are not considered in detail here, except where novel simulation techniques have
been used that have much wider potential application.
At first thought it might be expected that moving to a smaller scale would present

few modeling challenges because the well-known difficulties of modeling turbulent
flow are usually removed.However, the absence of turbulence inmost applications is
offset by a number of new physical effects to be included and computational
difficulties to be overcome. Before we discuss the modeling challenges faced in a
selection of process examples, the physical effects that may come into play in
microsystems are discussed.

5.2
Characteristics of Microsystems

In this section, we summarize the features of microsystems that present challenges
whenmodeling them and which are generally absent or straightforward to handle in
conventional CFD.
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5.2.1
Non-continuum Effects

In large-scale systems, fluids and gases can almost always be assumed to behave as
continua with well-defined pressures, densities, velocity fields, etc. This continuum
framework is based on the idea that there are a very large number of collisions
between fluid or gas atoms in any small volume, so that it is meaningful to talk about
average quantities. This concept is expressedmore formally via theKnudsennumber,
Kn, defined via

Kn ¼ l
L

ð5:1Þ

where l is the molecular mean free path and L is a typical system dimension (e.g.
the diameter of a tube). If theKnudsennumber is greater than�0.1, thefluid canno
longer be treated as a continuum. This limit does not apply to the systems of interest
here, especially to liquids that have very short mean free paths, but must be kept in
mind for the flow of gases in very small channels. For channel dimensions greater
than 1 mm for liquids and tens of micrometers for gases (the dependence on
pressure and temperature is very strong), continuummodels can be applied [1, 2].
Outside this regime, the gas flow is characterized first by wall slip effects (for
momentum, temperature, concentrations, etc.), which must be modeled, and as
the Knudsen number is increased further the behavior of individual molecules
must be considered. The need to include this effect arises mostly in gas flows in
passages with dimensions of a few micrometers and is therefore much more
relevant to lab-on-a-chip applications than for microscale devices applied in
chemical process applications. Typical applications include the study of micro-
mechanical accelerometers [3], Knudsen pumps [4], thermal management in
nanoscale integrated circuits [5] and heterogeneous combustion [6]. There are a
wide variety of techniques that are used to solve some form of the Boltzmann
equation, using methods as diverse as finite difference techniques [3], orthogonal
polynomial expansions [3], the discrete ordinate method [4], the method of
moments [7] and Monte-Carlo methods [3, 4, 6].

5.2.2
Laminar Flow

Flow in small-diameter ducts leads frequently to low values of the Reynolds number
and hence laminar flow. The Reynolds number, Re, defined by

Re ¼ UL
n

ð5:2Þ

where U is a typical velocity, L is a typical length-scale and n is the kinematic
viscosity, gives a measure of the relative importance of convective and diffusive
momentum transfer. For a duct, flow remains laminar at Reynolds number below
around 2300 and becomes �fully� turbulent at a Reynolds number of around 10 000.
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Conventional process equipment, such as heat exchangers,mixers, etc., work in the
turbulent flow regime, where there is very good mixing by the turbulent eddies
present in the flow.
However, in small-diameter devices the flow may be laminar, with consequently

very poormixing. Thisflow regime is in principle easy tomodel, as theNavier–Stokes
equations can be solved directly with no additional closure assumptions, but there
are complexities as the Reynolds number approaches the critical value for transi-
tion to turbulence. As the Reynolds number increases there is a transition from
steady, laminar flow to unsteady flow which develops more and more turbulent
structures before becoming fully turbulent. There is therefore a significant range of
Reynolds numbers, even for a straight duct from�2000 at the lower end to�10 000
at the upper end, for which there are no developed models. In theory, these flows
can be modeled using the Navier–Stokes equations but very fine spatial and
temporal resolutions are needed together with very high accuracy numerical
schemes, making such calculations very expensive. For duct flows, empirical data
are available for frictional loss or the heat transfer rate, but for more complex
passages, such as bent ducts, where transition from steady to unsteady flow
depends on the geometry, as well as the Reynolds number, there are no easy
modelingmethodologies. We return to this difficulty later as we describe a number
of physical processes that need to be modeled.
It is important to note that early in the study of microscale phenomena many

researchers claimed to see transition to turbulence atmuch lower Reynolds numbers
than those observed at the macroscale. However, a very comprehensive review by
Hestroni et al. [1] has shown that this was due to other causes (surface roughness,
experimental errors, etc.) and that for conditions where classical results would be
expected to apply, they do. Morini et al. [2] have performed a detailed analysis of
experimental data for theflow of gases in 100 and 300mmdiameter channels and also
concluded that the usual criterion applies for transition to turbulence in this case also.
They noted, however, that compressibility effects and inlet and outlet losses can be
very significant and that thesemust be taken into account inmany applications if the
data are to be interpreted correctly.

5.2.3
Surface Roughness

The treatment of surface roughness in laminar flow is very different from that in
turbulent flow. In the latter case, the effect of roughness is treated by modifying the
�law of the wall�, allowing for the disruption of the laminar sublayer due to the wall
roughness.Commercial CFDcodes containmodels that allow roughness effects to be
included at almost no computational overhead by simply modifying the wall
treatment. However, in laminar flows the actual rough geometry must be modeled,
requiring very large computational meshes, in order to account for any roughness
effects. Vald�es et al. [8] performed a CFD study to explore roughness effects in
laminar flow and they highlighted the increased mesh requirements, and conse-
quently simulation times, needed to resolve such flows.
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5.2.4
Viscous Energy Dissipation

The effect of viscous energy dissipation is generally negligible and is almost never
included in simulations. However, at the microscale this effect can be important
because of the large velocity gradients in small-diameter channels. The energy added
to the fluid can, for low heat loss at the boundary, cause a sufficient temperature
change for the viscosity of the fluid to be reduced, triggering a transition to an
oscillatory laminar flow regime. Note that this is not early transition to turbulence,
but to a time-dependent laminar flow. A number of workers have investigated this
subject, including Koo and Kleinstreuer [9] and Xu et al. [10]. The latter group
developed a criterion for viscous dissipation effects to be important based on the
viscous number (Vi):

Vi ¼ mUL

rcpT refD2 ð5:3Þ

whereD is the channel diameter, L is its length, r is thefluid density,m is the dynamic
viscosity, cp is the specific heat capacity and Tref is a reference temperature. For water
and adiabatic boundaries, Xu et al. [10] showed that viscous dissipation effects are
important for ViPr�1 > 0.056, where Pr is the Prandtl number. The above equation
shows that for highflow rates in small-diameter tubeswith lowheat capacityfluid, the
effect is increased. The changes caused by viscous dissipation affect the velocity
profile and thus the friction factor. Inclusion of this phenomenon in simulations is
generally very easy using commercial CFD software, as this term is available because
of its importance in high-speed flow and the user simply has to turn it on.

5.2.5
Gravitational Effects

In most cases the gravitational force plays a very minor role and can be neglected.
However, care must be taken in both single-phase flow, where it can be important in
natural convection, and multi-phase flows, where phase separation can occur as a
result of it. In a detailed literature review, Thome [11] analyzed two-phase flow data
and commented that surface tension forces dominate gravitational forces and that
stratified flows do not occur in microchannels. Stiles and co-workers [12, 13]
investigated a number of flows where two reactants with different densities come
into contact and themixing is enhanced by gravitationally induced flows. They noted
this effect to be generally very small except in situations where convective effects are
small. They performed an analysis that shows that it is the ratio of the Reynolds
number to the Froude number:

Re
Fr

¼ gD2Dr
mU

ð5:4Þ

where g is the acceleration due to gravity and Dr is the difference between the
densities of the two fluids, which controls the importance of the gravitational
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effects [13]. Examples of flows in a cylinder with a heated wall [12] and coaxial jets of
acid and alkali bringing the fluids into contact [13] are presented that illustrate this
effect. It is therefore worth keeping inmind that under certain conditions gravity can
modify the flow behavior through buoyant convection. For a fixed geometry and pair
of fluids, this effect becomes more important as the convective velocities diminish.
The above discussion shows that although the effect of gravity is generally insignifi-
cant, it is important to make an assessment on a case-by-case basis.

5.2.6
Electric Effects

Avariety of electric effectsmay occur inmicrochannels and the reader is referred to a
recent review by Bayraktar and Pidugu [14] for a detailed discussion. Here we
concentrate on the so-called electrokinetic flows that are induced by an applied
electric field parallel to the flow direction and electroosmotic flows induced by a
surface charge on the channel walls. In both cases it is the electric double layer (EDL)
effect that is responsible for themodified flow behavior. The EDL is created if thewall
is charged, having say a negative charge: this charge causes a narrow layer of
positively charged ions to become immobilized close to the wall (called the Stern
layer) and a diffuse (or Gouy–Chapman) layer of mobile positive ions outside of this.
An applied electricfield causes the ions in this outer layer tomove and a plugflow-like
velocity profile is induced. A detailed analysis of the effect on the velocity and
concentration profiles for an ionic salt dissolved in water was given by Bhattacharyya
and co-workers [15].
Electric effects become more important as the channel diameter decreases. For

nanometer-scale channels the Stern layer occupies a significant fraction of the cross-
section, whereas formicroscale channels it is of negligible thickness. Conlisk and co-
workers [16, 17] performed a detailed analysis of electrokinetic flow using the
Navier–Stokes equations supplemented with equations for ion transport and the
electric field density. They showed that such flows can have a plug profile for channel
dimensions greater than a critical value, the value of which depends on the electric
field strength, mole fraction of salt, etc. They also noted that the volumetric flow rate
increases linearly with channel height, in contrast to pressure-driven flows where it
varies with the cube of the channel height for a fixed pressure gradient. They cited a
case where modest voltages can generate a significant flow in a 10mm diameter
channel that would require a driving pressure of over 8 bar for a conventional
Poiseuille flow [16], clearly illustrating the possibilities of this technique.
In such flows, there are significant complications when channels are connected to

reservoirs, as expansions or contractions addpressure gradients to the electroosmotic
flow induced in the ducts. Yang et al. [18] discussed a number of such cases and
demonstrated the utility of a detailed CFDmodel that can be used to investigate such
effects. They also presented validation against a number of analytic cases which
confirms the accuracy of their model.
Davidson and Sharp [19] performed simulations to study the path of a cylindrical

particle in a microchannel where the motion is induced by an applied electric field
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acting along the channel. The fluid is an ionic solute and the walls and particles are
made of different materials, each having different zeta potentials. The Stokes
equations are solved to determine the flow field around the particle and its motion
is calculated based on the applied force and torque. The motion of the particle
through the mesh is handled using an Arbitrary Lagrangian Eulerian (ALE) method,
in which the best features of the two modeling approaches are combined. The
computational results show the variety of possible paths that the particle can follow,
depending on its initial orientation as it enters the channel.

5.2.7
Surface Tension Effects

Inmultiphase flows inmicrochannels, the importance of the surface tension force is
much greater than in large-scale systems. This is easily understood, as the internal
pressure increase across a bubble is

DP ¼ 2s
R

ð5:5Þ

where P is the pressure, s is the coefficient of surface tension and R is the radius of
curvature. From the above equation, it is evident that scale plays an important effect.
In microchannels, the important non-dimensional groups are the Bond number,
defined as

Bo ¼ rgD2

s
ð5:6Þ

the capillary number, defined as

Ca ¼ mU
s

ð5:7Þ

and the Weber number, defined as

We ¼ rU2D
s

ð5:8Þ

These dimensionless groups give the relative importance of gravitational,
viscous and inertial forces to the surface tension force, respectively. Note that the
values of all of these numbers decrease significantly as the system size diminishes
(small diameters and small velocities), increasing the importance of surface
tension effects.
In addition to the effect of the surface tension force at a fluid–fluid interface in

droplets or bubbles, surface tension forces play a very important role influid behavior
at a fluid–solid interface. The wettability of the surface determines the contact angle
between the liquid and solid and therefore the magnitude of the resulting surface
tension force. This angle has, in general, to be measured experimentally and such
experiments have shown that the value is not a constant for a particular fluid–solid
pair but shows hysteresis effects, in that the contact angle changes between the cases
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of a dry surface being wetted and a wetted surface becoming dry. Baird and
Mohseni [20] discussed this effect in terms of its impact on the motion of a droplet
in a channel that is propelled along the channel by affects such as electrowetting on a
dielectric, dilectrophoresis and thermocapillary pumping. They cited a number of
articles addressing calculation of fluid–solid interfacial forces but concluded that at
present the required datamust be obtained experimentally for eachmaterial pair and
there are differences between steady-state and dynamic behavior.

5.2.8
Wall Slip Effects

We have already seen that electric effects can produce an effective wall slip at a
solid–fluid interface. For a hydrophobic surface, the contact behavior is such that the
fluid has a tendency to slip at the interface so that the fluid layer close to the wall
moves more freely than if the surface were well wetted. This concept of slip flow has
most commonly been seen in rarified gas dynamics, where, as the Knudsen number
increases, there is a slip layer close to the wall [21]. However, it can also arise in a
number of physical situations [22], including extrusion of pasteswhere awaterfilm at
the wall is generated by squeezing of liquid from the paste or in particle-laden flows
where a liquid film separates out at the wall. There is also significant evidence that
hydrophobic conditions in microchannel flows can lead to slip flow. Trethway and
Meinhart [23] presented experimental data showing that water flow in a 30� 300mm
channel can yield slip velocities of approximately 10%of the free-streamvelocity if the
channel surface is coatedwith a 2.3 nm layer of hydrophobic octadecyltrichlorosilane.
A simple model which assumed that a thin layer of fluid containing nanobubbles of
gas near the surface could be treated as a gas layer in the slip regime was able to
explain the observed behavior [24, 25] and suggests that slip effects can be important
for channel flows with dimensions of less than 1mm.
In addition, gradients of concentration and temperature can also introduce slip

effects and, more importantly, a number of effects can be combined [26]. Ajdari and
Bocquet [26] analyzed the case of an electroosmotic flow with a clean �solvophobic�
surface, so that the two effects could work in tandem to produce significant slip
velocities. Hydrophilic effects lead to increased pressure loss and enhanced heat
transfer rates and hydrophobic effects lead to reduced pressure loss and heat transfer
rates [27, 28].
It is clear from the above discussion that surface properties are extremely

important in microscale systems and their importance grows as the characteristic
channel dimension decreases.However, there is no straightforward way to take these
effects into account, with the models developed to describe this phenomenon being
problem specific. Generally they are based on a combination of classical solutions of
the Navier–Stokes equations, coupled with ad hoc models of molecular slip flow.
Therefore, in the simulation of microchannel flows, it is important to keep in mind
that the use of the no-slip boundary condition may not be appropriate and that
additional physics may need to be included in the modeling to capture the correct
behavior.
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5.3
The Importance of Appropriate Solution Methods

The last section described a variety of physical effects that may need to be taken into
account in the modeling of flow and heat transfer in microdevices. In addition to the
importance of including the correct physical models, it is also very import to address
numerical solution accuracy, as some of the phenomena require extremely accurate
or different numerical methods to capture them correctly. Here we split the discus-
sion into two sections: the first deals with Navier–Stokes solvers and the second
introduces novel, physics-specific methods.

5.3.1
Conventional Navier–Stokes Solvers

There is now a wide range of commercial CFD software on the market that provides
different levels of sophistication and accuracy to the users, in addition to the specific
codes written by individual research groups. Commercial software has many
thousands of man-years of effort invested in it, with models that can address almost
every conceivable physical phenomenon. They provide a variety of meshing tech-
niques and sophisticated means of post-processing the data to generate both
graphical and quantitative data. However, it is important to keep in mind that some
of the methods may be inappropriate or the user may need to perform validation
checks before applying the software to their problem. We illustrate some of these
issues in the following subsections. It should be kept inmind that these issues are on
top of the usual requirements for checking grid independence and solution conver-
gence, which may require the use of double precision arithmetic because of the
extremely small mass flows.

5.3.1.1 Numerical Diffusion
As already noted, in microsystems the flow is generally laminar so that mass,
momentum and energy transport may be controlled by molecular transport proper-
ties. In, for example, the mixing of two components dissolved in a liquid, the mass
diffusivity is typically of the order of 10�9m2 s�1. This means that any numerical
diffusion introduced by the numerical schememust bemuch smaller than this. Even
with high-ordermethods this level of accuracy is hard to achieve. First-ordermethods
have a false diffusion term that is proportional to the flow velocity multiplied by a
typical cell size [29], so to achieve a simulation that is not dominated by numerical
diffusion would require a mesh size of less than 0.1mm for a 1mms�1

flow. Even
with second-order methods, numerical dispersion can still be important and lead to
significant smearing. For this reason, it is often better to use a Lagrangianmethod to
track the location of a particular component, as such methods can be much more
accurate [30–32]. Despite the ample evidence that Eulerian methods can be very
diffusive, their use continues and the presented results obtained using them clearly
show numerical diffusion [33, 34]. In recent work, MacInnes et al. [35] compared an
Eulerian solution for species transport with a Monte Carlo based calculation of the

124j 5 Modeling of Microfluidic Devices



concentration field and showed that at low P�eclet numbers these are equivalent but at
high P�eclet numbers the Eulerian result is much too diffusive.

5.3.1.2 Interfacial Surface Location and Parasitic Currents
In the calculation offlows involving free surfaces and surface tension forces, there are
significant numerical issues regarding how the surface location is determined and
how the surface tension force is included. In a typical calculation, the location of the
gas–liquid interface needs to be determined, then the local curvature must be
calculated and, finally, a surface force must be implemented on a three-dimensional,
finite-volume grid. The manner in which these tasks are undertaken has a huge
impact on the accuracy of the solution.
The task of determination of the location of the interface is often performedusing a

volume of fluid (VOF) method [36] in which the two fluids are represented via a
volume fraction and the location of the interface is determined by solving an
advection equation for the volume fraction of fluid, a:

Da
Dt

¼ 0 ð5:9Þ

and then determining the free surface by either using a threshold value of the volume
fraction (i.e. a¼ 0.5) or using surface reconstruction [37, 38]. In the former case,
compressive differencing of the advection terms is used to avoid numerical diffusion
as much as possible. In the latter case, the advection step is followed by a geometric
reconstruction step, in which assumptions regarding the shape of the interface are
used to reconstruct the interface profile. These methods can be time consuming but
have the potential to reduce greatly the smearing of the interface.
Amore sophisticatedapproach to thebasicVOFmethod is theLevelSetmethod [39],

which is similar to a VOFmethod in that a variable, f, is advected in the samemanner
as conventionalVOFbut the variablef is an indicator functionand is used todefine the
interfacewhich is located atf¼ 0.A redistancing step is performedat each time step to
ensure that jrfj ¼ 1 at the interface and therefore that f remains a distance function
and the interface is spread across only a couple of computational cells.
Once the surface between the fluids has been determined, there remain two

important additional steps before surface forces can be included. First, the curvature
of the surface must be calculated from the discrete location values available on the
computational grid. Then the surface tension force is applied by replacing a surface
force by an equivalent volume force in a zone adjacent to the interface, with most
commercial software using a version of the Continuum Surface Force (CSF) method
derived by Brackbill et al. [40]. The manner in which this force is implemented can
lead to the appearance of spurious velocities, known as parasitic currents. A recent
study by Harvie et al. [41] has shown that these parasitic currents cannot be removed
bymesh refinement alone and they can have a significant effect in certain conditions.
It is clear from the discussion in this section that great care needs to be taken in the

computation of two-phase flows that involve surface tension forces. At present, most
commercial software has algorithms that lend themselves to generality of application,
speed of solution and robustness rather than accuracy for the particular flows of
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interest here. It is therefore essential that their accuracy be quantified by users before
reliance is placed on the results.

5.3.1.3 Heat Transfer Simulations
The simulation of heat transfer in microsystems poses no particular problem unless
there are complexities such aswall slip present.However, it is worth pointing out that
the boundaries of the system to be considered may need to be enlarged in the
microsystem case. Typically heat transfer simulations are performed with either a
constant wall temperature or some form of constant heat flux boundary condition.
Tiselj et al. [42] studied heat transfer to water in a triangular microchannel with a
hydraulic diameter of 160mm inside a silicon substrate. Their experimental results
showed a non-monotonic temperature change along the channel which at first sight
seems unphysical. However, simulations in which they increased the domain
considered to include the solid material, via a conjugate heat transfer (CHT)
simulation, explained the results. For their conditions, axial conduction was very
important and inclusion of thismechanism in the simulationswas essential to obtain
the correct results. A similar observation has been made by Li et al. [43], who also
made detailed comparisons between experimental and simulation results for tube
diameters ranging from 10 to 1570mm. In both cases the important issue is being
aware of the need to treat the problem using a CHT simulation, as all the major
commercial codes are able to treat this accurately. The simulations aremuch larger in
size and require more geometry to be meshed, but these are simply resource
requirements that are straightforward to overcome.

5.3.2
Advanced Solution Methods

Almost all commercially available software falls into the category already discussed,
in that it is based on either a finite-volume or finite-element approach to solve the
Navier–Stokes equations. However, as noted earlier in this chapter, there are certain
situations in which these equations do not apply.
The calculation of wall slip at high Knudsen numbers from a fundamental point of

view has been performed using molecular dynamics simulations. Arya et al. [44]
simulated rarefied gases flowing in a microchannel by simulating non-interacting
gasmolecules interacting with rigid atoms forming a wall. Nagayama andCheng [21]
used similar techniques to study the effect of surface wettability in microchannel
flows. The choice of models to represent wall roughness and the attraction between
the gas molecules and the wall material is crucial to achieving meaningful results.
This method is described here for completeness as it provides very useful results in
understanding slip phenomena, but its use is reserved for specialists. Ideally, the
outcome of such simulations would be an effective boundary condition that could be
implemented in standard CFD codes to include the effect of wall slip, as has been
done in the past for wall slip arising in the extrusion of polymers [45].
Lattice Boltzmann methods are proving to be very popular in the simulation of

flows in microdevices. These methods can be used to solve flow problems that could
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also be solved using the Navier–Stokes equations or they can be extended to include
other effects, such as wall slip effects due to a hydrophobic surface [46, 47] or
electrokinetically-driven flows that promotemixing [48]. Essentially, in this approach
the solution variables are not pressure and velocity; rather, the single-particle velocity
distribution function is determined on a grid of points via a simplified Boltzmann
equation. Again, these methods require much more specialist knowledge than
conventional CFD but their ability to includewall material effects and their extension
to multi-component flows allows them to be used to understand, for example, the
effects of wall slip, making them extremely powerful tools to understand complex
physics that cannot be addressed by traditional Navier–Stokes solvers.

5.4
Single-phase Simulations

In this section, we present some examples of modeling being performed in single-
phaseflows to design a variety of equipment ranging fromheat exchangers tomixers.
The aim is to present the reader with a variety of different studies that show the
potential of such modeling, rather than to provide an exhaustive review of the area.

5.4.1
Heat Transfer Enhancement

As noted earlier, the absence of turbulence in microchannel flows means that the
traditional means of enhancing heat transfer via the use of baffles or periodic
roughness must be modified or avoided due to the very different construction
methods in microscale systems. The flow channels must be designed in such a
way that goodmixing is caused by the geometry of the channels or some othermeans
that disrupts the thermal boundary layer.
Chung and Tucker [49] performed a very comprehensive study of the heat transfer

enhancement of a ribbed channel caused by a 180� bendwith application tomicrochip
cooling. They performed very careful CFD studies of transient, laminar flow and
studied the development of Tollmein–Schlichting waves induced by a single fin
upstream of the bend. They investigated a number of differencing schemes for the
convective terms and a number of different algorithms for determination of the
pressure. They concluded that central differencing and theCrank–Nicholson schemes
performed the best and that the results were relatively insensitive to the chosen
pressure determination algorithm. Their results showed that in the periodic grooved
channel the flow had to pass around five ribs before it became periodic, setting some
important constraints for cooling of chips. In the case of the fin upstream of the 180�

bend, they were able to obtain very significant increases in the heat transfer rate, by a
factor of five, by choosing a fin height and location that shortened the downstream
recirculation length and generated oscillatory flow. They also looked at active control
methods, such as flow modulation and identified strategies that could enhance heat
transfer with only a modest increase in pressure loss.
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There are a large number of computational studies of the effect of flow and heat
transfer development in microchannels. Typically these use commercial software
and can include effects such as viscous dissipation and variable properties. In some
circumstances, allowing for variable fluid properties can be important, especially in
small-diameter ducts. Liu et al. [50] made a detailed study of the effect of having a
variable fluid thermal conductivity and viscosity for water in a two-dimensional
channel that was 100mm wide. They sandwiched a heated section of wall (where a
constant wall heat flux was applied) between two adiabatic sections and examined the
influence of the variable properties on theflowfield and theNusselt number. Variable
properties were shown to induce a non-negligible cross-flow at low Reynolds
numbers, which led to a non-negligible heat transfer enhancement.
Enhancement of the heat transfer rate can be obtained by the generation of Dean

vortices at bends in ducts. These can be bends in two-dimensional ducts [30] or in
three-dimensional structures [32]. The generation of Dean vortices was originally
investigated as ameans of enhancingmixing of two fluid streams but applies equally
well to themixing of hot and cold fluids. The authors cited above studied the effect of
the Dean number, defined by

Dn ¼ Re

ffiffiffiffi
d
R

r
ð5:10Þ

where Re is the Reynolds number, d is the hydraulic diameter of the channel and R is
radius of the curvature of the channel. In both cases, commercial software was used to
solve for theflowfield and then particle trackingwas used to examine the properties of
the flow field with regard to interface stretching, residence time distribution and
chaotic convection. As the Dean number increases, so does the strength of the Dean
vortices generated at bends, although beyond a certain point the number of vortices
can change and more or less stable flow patterns can develop.
Wang and Liu [51] made a very careful study of the flow bifurcation behavior in a

slightly curved microscale duct (d/R¼ 5� 10�6) where they examined the effect of
increasing Dean number on the flow structure for a square section channel. A high-
accuracy finite volumemethod was used to determine the bifurcation structure of the
system. Their results showed that this simple system exhibits very complex behavior
with a two-cell state at lowDeannumbers changing to a temporally periodic oscillation,
another steady two-cell state, a temporally intermittent oscillation and finally a chaotic
temporal oscillation as the Dean number is increased. This work highlights the
complexity of this very simple system and the need for high-fidelity simulations.
Fletcher, Haynes and co-workers have investigated the effect of channel-section

shape and path on the enhancement of the heat transfer rate and the concomitant
pressure drop increase in periodic channels that aremade by sweeping a given cross-
section along a path lying in a plane. This geometry represents flow paths of various
constructions, ranging from etching or milling to pipe networks. They investigated
the behavior of channel section (circular [52], square [53] and semicircular [54]) for
serpentine paths, circular and semicircular sections following a sinusoidal path [55]
and semicircular section ducts following a trapezoidal path (a path that can be varied
from a zig-zag to a serpentine) [56]. A common feature in all of the results is the
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substantial heat transfer improvement, by factors of around two to three for Reynolds
number of around 200, for only a modest increase in pressure drop. They provide
detailed results for the effect of Reynolds number, Prandtl number and path
geometry for these cases. In all of the geometries Dean vortices are formed at bends
which lead to local enhancement of the heat transfer rate with a relatively small
increase in pressure drop because flow separation either does not occur (at low
Reynolds number) or occupies only a small volume of the duct at higher Reynolds
numbers. Their results also showed the transition from two to four vortices in some
geometries andmore complex structures in, for example, semicircular section ducts.
They characterized this behavior using the volume integrated helicity, which is a
measure of how well the vortices are aligned with the flow.
Their work also investigated a number of different boundary conditions, including

constant wall temperature (T), constant axialfluxwith uniformperipherally-averaged
temperature (H1) and constant wall heat flux (H2). Whereas the Tand H2 boundary
conditions are available in all commercial software, theH1boundary condition is not.
However, it represents an important case as it corresponds most closely to the real
situation in which there is conduction in the channel walls that tends to even out hot
spots that can occur in the corners of ducts. They presented a novel algorithm that can
be used to solve for this case based around Newton iteration to determine the wall
temperature field [57]. Lee and Garimella [58] also looked at the H1 boundary
condition but for developing flow in a rectangular channel. They implemented the
condition by solving a conjugate heat transfer problem in which a conducting
boundary wall, with a high circumferential conductivity but negligible axial conduc-
tion, was added around the channel. This is a very efficient way to solve the problem
for straight channels but can only be used for simple geometrieswhere an anisotropic
thermal conductivity can be defined to ensure negligible axial heat transfer.
The utility of the simulation results to designers of heat transfer equipment was

addressed by consideration of not only heat transfer enhancement but also of the fact
that the choice of channel path has design implications. In microdevices, it is
important to be able to stack the channels efficiently on, for example, a plate and
to do this in a manner that is consistent with manufacturing and structural
limitations [56]. The concept of heat transfer intensification, which gives a measure
of the improvement of the heat transfer rate compared with using straight channels
occupying the same plate area, was introduced. Based on these ideas, it was shown
that designs consisting of swept zig-zag paths give the greatest heat transfer
enhancement when all factors are taken into account.

5.4.2
Mixing

Due to the predominantly laminar flow present in microchannels, mixing in these
devices is largely controlled by molecular diffusion. In the scale of dimensions
considered here, i.e. channel widths/depths ranging from a few hundred micro-
meters to a few millimeters, the mixing process by molecular diffusion is extremely
slow, since the mixing time is proportional to d2l =Dm, where dl is the characteristic
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diffusional path (typically the channel width) andDm is themolecular diffusivity. This
is especially true for liquids, which have small diffusivities. Thus, in order to mix
effectively at this scale in a reasonable time, fluids must be manipulated so that the
interfacial surface area between the fluids is increased massively and the diffusional
path is decreased, thereby enhancing molecular diffusion to complete the mixing
process. Various mechanisms for contacting and mixing fluids exist and have been
dealt with elsewhere in this handbook. Of course in order to design microchannels
for mixing operations effectively, a methodology that enables the mixing perfor-
mance to be evaluated is required. Modeling the mixing phenomena by CFD and
other methods is an attractive option, since it provides local three-dimensional flow
information, which is difficult or even impossible to access with most experimental
techniques. As a result, there are a large number of computational studies of mixing
inmicrochannels. Themajority of these employ commercial CFD software packages
to provide qualitative and/or quantitative characterization of the mixing quality.
One method to evaluate mixing quality in microchannel devices relies on the

resolution of the Navier–Stokes equation and the convection-diffusion equation of a
concentration field. This technique has been used widely as it is analogous to the
mixing of twomiscible components that can be observed experimentally [33, 59–67].
The results give access to concentration maps throughout the volume of the
microdevice, which can be used to quantify mixing quality. The most common
approach for evaluating mixing quality is based on Danckwerts� intensity of segre-
gation [68], which is defined by

Is ¼ s2

s2
max

ð5:11Þ

where s2
max is the maximum variance of the mixture and s2 is the variance of the

mixture around the mean concentration:

s2 ¼ 1
n�1

Xn
i¼1

ðci� c�Þ2 ð5:12Þ

wheren is thenumber of sampling points, ci is the concentration at sample point i and
c� is themean value of the concentration field. Is is equal to 1 at the state of maximum
unmixedness and decays to zero for perfect mixing.
Despite the fact that this Eulerian method is often used for evaluating mixing in

microchannel devices, it has an important drawback that jeopardizes the accuracy of
the results. As discussed previously in this chapter and pointed out clearly by Hardt
and Sch€onfeld [69], the discretization of the convective term in the transport equation
gives rise to numerical errors introducing an unphysical diffusion mechanism,
which can be greater than the diffusive mass transfer of the studied species. This
results in a smearing of themixed components and a prediction ofmixing times that
are too short. Examples of this are given in [33, 59]. Even with a highly refined grid of
approximately 9� 106 computational cells and a grid resolution of 1mmin themixing
region, Bothe et al. [66] showed that some extremely fine flow structures are still
smeared due to numerical diffusion. In order to avoid numerical diffusion in high
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P�eclet number mixing, Hardt, Sch€onfeld and co-workers [69, 70] have developed
some theoretical models that are based on the solution of the diffusion equation with
simplifying assumptions. Although these models are rather simple, they enable
quantitative information on mixing to be obtained that is both free of numerical
diffusion and in good agreement with experimental data.
Another approach for evaluating mixing in microdevices is to use a Lagrangian

method to compute the trajectories of mass-less tracer particles in the flow. Although
the solutions of the velocity field and the integration algorithm for the computation of
trajectories are still subject to some discretization errors, this method eliminates the
problem of numerical diffusion. Typically, the results allow the spatial location of a
particular component to be tracked, which enables the mixing mechanism to be
visualized [31, 32, 69, 71–74]. Various methods can then be applied to quantify the
mixing quality. One method is to carry out a dynamic systems analysis to construct
Poincar�e sections allowing the chaotic nature of the flow to be characterized or to
deduceLyaponovexponents,whichcharacterize theexponential growthof the interface
between two components and can be used to evaluatemixing efficiency [30, 32, 74, 75].
Alternatively, a number-based variance that is analogous to Equation (5.12) can be
determined to obtain information on the intensity of segregation [71]:

s2 ¼ 1
M�1

XM
i¼1

ðNi�N�Þ2 ð5:13Þ

whereM is the number of equal-sized bins or quadrats placed in the domain,Ni is the
number of particles in bin i and N� is the mean number of particles per bin. Although
this methodology is useful for quantifying the rate at which the tracer particles are
spatially spread throughout the micromixer or device, its value is highly dependent on
the size and number of bins used and it filters out all segregation patterns that are
smaller than the scale of the bin employed in the analysis. In addition, a decrease in
quadrat size requires a massive increase in the number of particles in order to
represent correctly the statistics of the flow, hence this technique can rapidly become
very computationally demanding.
To avoid the dependency of mixing quality on quadrat size and the number of

particles, Aubin et al. [31] proposed an alternative method based on the analysis of
spatial point patterns. Thismethod differs fromquadrat analysismentioned above in
that it is based on the distance xi from each point to the nearest event (tracer particle)
for a chosen lattice ofm sample points in the domain and therefore it does not require
the studied region to be divided into quadrats. The variance of the point-event
distances around distance xR [Equation (5.14)] provides a means to evaluate the
mixedness of a system with respect to a �well-mixed� criterion. This predefined
criterion is set by the distance xR, which corresponds to the scale of segregation
whereby two events are considered spatially close enough to bemixed. In this case the
variance is defined via

s2 ¼ 1
m�1

Xm
i¼1

ðxi�xRÞ2 ð5:14Þ
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If xR „ 0, any value of xi < xR is considered �better mixed� than the desired scale of
segregation. However, according to Equation (5.14) this will give rise to unphysical
increases in the variance. To avoid this, Aubin et al. [31] suggested the use of a
threshold such that in the case where xi < xR, xi is assigned a value equal to xR. This
means that the variance will tend towards a value of zero as the spatial distribution of
the tracer particles approaches uniformity in the limit of the defined scale of
segregation.
Another means of characterizing mixing in microchannels from Lagrangian

particle tracking data is to use a measure based on Shannon entropy or information
entropy [72–74]. A system with maximum entropy implies an absence of any
information and is therefore completely disordered. This corresponds to perfect
distributivemixing. In the case of mixing of incompressible fluids, the density at any
point in the system remains constant over time and therefore the entropy of the
spatial distribution of the mixture also remains constant. This means that the
conditional Shannon entropy, Sc, can be used alone to evaluate the local mixing
quality averaged over space [73]:

Sc ¼ �
XM
i¼1

Pi

XNs

j¼1

ðPj=ilnPj=iÞ
" #

ð5:15Þ

whereM is the number of bins, i is the bin number,Ns is the number of species, j is
the species number, Pi is the probability of having any species in bin i and Pj/i is the
probability of having species j in bin i. A mixing index, /m, is then deduced by
normalizing the conditional Shannon entropy by its maximum value:

/m ¼ Sc
lnNs

ð5:16Þ

A mixing index equal to one represents perfect mixing, whereas a value of zero
indicates total segregation. As for quadrat analysis, themixing quality determined by
Shannon entropy is dependent on the number and therefore the size of bins. For a
large number of bins, i.e. small bin size, perfect mixing is harder (or takes longer) to
attain because the required scale of segregation for �complete� mixing is more
stringent.
The lattice Boltzmann method has also been used as an alternative to the

traditional finite-volume or finite element approaches to assess mixing in micro-
channels [76, 77]. Lattice Boltzmannmethods can simulate hydrodynamics andmass
transport phenomena by tracking particle probability distribution functions at lattice
positions over time. As a result, the particle concentration is known at the lattice
points in the domain. As for Eulerian and Lagrangianmethods, the degree of mixing
can be assessed by computing the variance of the particle concentration at the lattice
points around the mean concentration of the field [76]. Although the lattice Boltz-
mann method is a means to avoid numerical diffusion, the accuracy of the results
depends, of course, on the refinement of the lattice grid. Li and Chen [76] admitted
that the lattice used in their simulations was not fine enough, resulting in a poor
resolution of concentration fields that filtered out the small scales of mixing.
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5.4.3
Modeling of Mass Transfer and Chemical Reaction

Many of the mixing simulations described in the previous section deal with
the modeling of mass transfer between miscible fluids [33, 70–77]. These are the
simulations which require a solution of the convection–diffusion equation for the
concentration fields. For the most part, the transport of a dilute species with a typical
diffusion coefficient �10�9m2 s�1 between two miscible fluids with equal physical
properties is simulated. It has already been mentioned that due to the discretization
of the convection–diffusion equation and the typically small diffusion coefficients for
liquids, these simulations are prone to numerical diffusion, which may result in an
over-prediction of mass transfer efficiency. Using a lattice Boltzmann method,
however, Sullivan et al. [77] successfully simulated not only the diffusion of a passive
tracer but also that of an active tracer, whereby two miscible fluids of different
viscosities aremixed. In particular, they used a coupled hydrodynamic/mass transfer
model, which enabled the effects of the tracer concentration on the local viscosity to
be taken into account.
Other mass transfer studies in the literature concern mass transport between a

single-phase fluid and the microchannel wall, which is a first step towards the
simulation of catalytic reactions in which the catalyst is a coating on the channel wall.
VanMale et al. [78] employed amore global approach to studymass transfer between a
gas and the walls of a squaremicrochannel. They used a commercial CFD package to
simulate initially heat transport in the microchannel. Using these results, they
calculated the Nusselt number at the channel wall, which was then converted to a
mass transfer correlation (involving the Sherwood number) via the Chilton–Colburn
analogy. The derived Sherwood number correlation permits the calculation of the
mass transport coefficient along the length of the microchannel, which can subse-
quently be used to determine the reaction rate.
Kirtland et al. [79] performed simulations of a mass transfer process between

reactive solute molecules in a Stokes flow with a reactive channel wall. They
simulated a convection–diffusion reaction by tracking the advection of passive
Lagrangian tracers in a 3D flow field given by an approximate model. In addition
to particle convection, that was calculated at each time step via integration of the
velocity field, a diffusive step was implemented, which enabled the three-dimen-
sional, isotropic, diffusive displacement of the particle to be determined. When a
particle comes into contact with a reactivemicrochannel wall it is considered to react,
thus allowing calculation of the reactive flux. Using this methodology, a local mass
transfer coefficient (averaged over the channel width) and consequently a local
Sherwood number were determined.
The modeling of chemical reactions between miscible fluids has been considered

in relatively few studies. This may be due to a number of reasons, including the
complexity of chemical reaction systems, the lack of intrinsic kinetic data and the
inherent numerical problems associated with the resolution of the convection–diffu-
sion reaction equation using typical CFD methods. Within these limits and certain
simplifications, the simulation of gas-phase reactions is feasible, as demonstrated
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in [80, 81]. Rebrov et al. [80] simulated ammonia oxidation on a platinum catalyst in a
microstructured reactor/heat exchanger. The detailed kinetic data for ammonia
oxidation on Pt catalyst previously obtained by the authors were used to create a
simplified rate expression with a power law form, which included two kinetic
parameters with Arrhenius temperature dependence. The oxidation reaction on the
surface of the channel walls was a boundary condition for the chemical species. This
allowed the simulation of the reactions within a given temperature range which were
in good agreement with experimental data. Similarly, Deshmukh et al. [81] modeled
the production of hydrogen from ammonia decomposition on ruthenium. Again, the
authors developed a detailed kineticmodel for the reaction which they simplified to a
reduced rate expression for use in the CFD simulations. The ammonia decomposi-
tion was assumed to be a surface reaction and a reduced rate expression was used for
the determination of the surface reaction rates. Additionally, isothermal conditions
are assumed by setting the heat of reaction to zero. Despite the use of a reduced
chemistry model, good agreement between the simulations and the experimental
data was observed.
Although the accurate computation of liquid-phase reactions remains difficult due

to numerical issues, Aoki et al. [82] performed simulations of various model reaction
systems, allowing relative comparisons. In particular, they studied the effects of the
width of the fluid lamellae and the rate constants on reactant conversion and product
selectivity. Qualitatively, the results reveal a strong dependence of the product
selectivity on the lamellar width. From these CFD simulations, a model was
developed that relates lamellar width, rate constants and product selectivity for
various multiple reactions and reaction conditions.

5.5
Multi-phase Simulations

In this section, we look at some examples of multi-phase flows from the
simulation perspective. These have very important applications in wide range
of microtechnologies.

5.5.1
Taylor Bubble Simulations

Taylor bubbles have been the focus of many simulation exercises because of their
occurrence in a variety of flow situations of importance in chemical reaction
engineering. They present an example of a flow where the location of a fluid–gas
interface must be determined as part of the simulation. A variety of approaches have
been used, as discussed below.
Kreutzer et al. [83] performed Taylor bubble simulations in which the fluid region

around the bubble ismeshed and the grid ismorphed to determine the location of the
gas-liquid interface. The flow inside the bubble is not considered, so it is assumed
that its density and viscosity are negligible compared with those of the liquid. The
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effect of gravitywas ignored, which is equivalent to having a very small Bondnumber.
A two-dimensional, axisymmetric simulation was performed in a frame of reference
moving with the bubble. This means that the bubble remains stationary but the wall
moves past at the speed of bubble, which has to be determined as part of the
simulation. The laminar regime was considered and therefore a parabolic flow was
introduced at the inlet andwas assumed to leave at the outlet of the tube. The pressure
was set to a reference value of zero inside the bubble and the angle of the interface
with the axis was set to 90�. The known surface tension coefficient was then used to
set the pressure on the fluid side of the interface and the shear at the interface was
determined from the gradient of the surface tension, allowing Marangoni effects to
be included.
The mesh was fixed far from the bubble but near the interface the nodes were

allowed tomove along spline curves. The flowwas determined withoutmeshmotion
and then the nodes were moved according to the boundary conditions. A transient
simulationwas run until a steady statewas achieved. They used around 4000nodes in
their simulations, whichwas sufficient to give grid-independent results. Their results
were found to agree well with theoretical results and experimental data. The use of a
discontinuous interface is clever in that it avoids any numerical smearing and
ensures that there is a high quality mesh in the very thin liquid fluid layer separating
the bubble from the wall.
The same group further developed the model to include mass transfer effects,

where mass is transferred from the gas phase to a reacting wall [84]. Given a solution
for the bubble shape, it is a simple matter to include mass transfer, as this involves
only the addition of a scalar equation with the flow-field kept �frozen�. The entire
approach represents a clever use of CFD both to determine the bubble hydrodynam-
ics and then to explore the influence of the flow on mass transfer, enabling them to
generate useful data for the design of multi-phase monolith reactors.
van Baten and Krishna [85] performed a similar analysis for Taylor bubbles in a

vertical tube but they set the bubble shape and velocity as constants and solved for the
resulting flow-field. Parametric simulations were performed to investigate the effect
of film thickness and bubble velocity. They then used these results to perform
transient mass transfer simulations, using extremely fine meshes to resolve the
concentration boundary layer. They used these simulations to validate a much
simpler model that could be used in monolith reactor design.
Fukagata et al. [86] used the Level Setmethod described earlier to simulate the flow

of air bubbles in water in a 20mmdiameter tubewith heat transfer. They specified the
pressure drop, wall heat flux, bubble period and void fraction. The model then
calculated the bubble shape and theflow-field around the bubble assuming a periodic
flow boundary condition. From this they then determined the superficial velocities of
the gas and liquid and the two-phasemultiplier for frictional loss. They noted that the
period of the bubbles has a significant effect on the flow field. Their simulation
results compared well with experimental data.
Qian and Lawal [87] used the VOFmodel in Fluent 6.1 (a basic VOFmodel with the

CSF method for the surface tension force; see Section 5.3.1.2) to study Taylor
bubble formation via a T-junction made from circular ducts with diameters in the
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range 0.25–3mm, in which gas and liquid are injected from separate legs and a
stream of bubbles is produced in the tube. They point out that their results are
somewhat approximate as their mesh, comprising 6600 cells, is not fine enough to
resolve the bubble shape or the liquid film separating the bubble from the wall. In
addition, most simulations are performed for a 2D planar geometry. However, their
results are shown to reproduce a number of quantities measured experimentally,
including pressure drop and the dependence of slug length on liquid holdup. It is
surprising that a modeling approach that clearly does not resolve the flow correctly is
capable of producing useful insights into the behavior of this system.
Mukherjee and Kandlikar [88] simulated the growth of a small vapor bubble, in a

superheated liquid, located at the center of a 200mm square section channel. The
interface was tracked using the Level Set method coupled with a fifth-order weighted
discretization of the Level Set function. Their results predicted a bubble that initially
grew in a spherical shape and then developed an elongated form. This shapewas seen
to occur because as the bubble grew the thin liquidfilms near thewall resulted in very
rapid evaporation and local dryout. Typical starting conditions were water superheat-
ed by 2 �Cand awall superheat of 7 �C for a Reynolds number of 100. They found that
the bubble growth rate increased with wall superheat, decreased with increased
Reynolds number and was insensitive to the presence of gravity.

5.5.2
Droplet Simulations

Many of the issues discussed above apply also in the case of droplet simulations,
where again there is a need to model free surfaces accurately and to account for
interfacial surface forces. There is a wide range of microscale applications that use
droplets, so this area has been well studied. Typical applications include the forma-
tion of emulsions via primary breakup of a fluid stream, the further fragmentation of
a droplet stream and the encapsulation of a second fluid and/or particles within a
droplet.
Sch€onfeld and Rensink [89] used the VOFmodel in the commercial code CFX4 to

study the formation of a pendant droplet exiting through a 1mm diameter nozzle.
Having validated the single droplet case they then simulated a dual nozzle in which
two nozzles located adjacent to each other were used to inject two different fluids that
mixed within the droplet. Finally, they used various designs of three nozzles to inject
two solutions that were separated by a lamella of water. The computed flow field
predicted a vortex formed within the droplet that was similar to those observed
experimentally. However, the numerical diffusion was so large that the modeling
could not be used to study inter-mixing of the solutions or subsequent reaction.
The similar problem of encapsulating sub-micrometer particles within a carrier

fluid has been investigated computationally using a lattice Boltzmann model for
binary fluids, together with a Brownian motion model for the particles [90]. The
modeling approach allows the inclusion of different fluid–fluid, fluid–solid and
fluid–surface interactions into the free energy of the system and hence into their
simulations as the dynamics equations depend on the free energy. This novel
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approach allowed them to determine the flow patterns and morphology of the fluid
system. They illustrate the power of the modeling approach via the simulation of the
microencapsulation of solid particles inside a fluid droplet that is immersed in a
carrier fluid. This represents a very powerful modeling approach because of the
models ability to account for the various phase-interaction physics.
Hardt et al. [91] performed both a stability analysis and VOF simulations to study

the behavior of a liquid stream passing through a focusing micromixer in order to
understand the jet breakup behavior. By understanding themanner in which the jets
break up it is possible to operate in a range where a well-controlled droplet size is
generated leading to highly controllable emulsion properties. The breakup mecha-
nismwas via a �bead-on-string� instability which then generated both larger droplets
(the �beads�) and smaller droplets from the �string�. Their CFD analysis showed that
linear stability theory over-predicted the breakup rate as it did not take into account
factors such as the rapid acceleration of the fluid at the outlet of the focusing device or
the role of wall shear on the subsequent breakup within the capillary tube.
The formation of a microemulsion from an array of microtubes has been studied

experimentally and computationally by Kobayashi and co-workers [92, 93]. They used
the commercial code CFD-ACE, which uses a piecewise linear interface construction
(PLIC) method to determine the interface. They used quarter symmetry, as the
channels were elliptical in shape, but the simulations still required 7–14 days on a
2.5GHzPentium IVprocessor. The simulations captured themain features observed
experimentally, including the change of regime from continuous outflow of oil if the
channel was below a critical aspect ratio, to a stream of droplets above this threshold.
Themodel was also used to predict the droplet size as a function of oil properties and
generally agreed well with the experimental data.
Van de Graff et al. [94] used a lattice Boltzmann code to predict the effect of velocity

and interfacial tension on the formation of droplets in a T-shapedmicrochannel. Very
good agreement between the simulations and experimental data was obtained and
the model was used to show that a combination of the capillary number and the flow
rate of the fluid to be dispersed control the droplet size.
A novel approach that uses themoving particle semi-implicit (MPS)method to solve

the Navier–Stokes equation via a particle interaction model has been used to study
droplet formation at a junction between two microchannels [95]. This modeling
approachtracksparticleswithcollisionrulesthatallowthemtomimictheNavier–Stokes
equations. There is no numerical diffusion in this method and a sub-time-stepping
treatment of the surface tension force makes the code very stable and accurate in its
handling of surface tension forces. The model generally reproduced the experimental
data very well, except for some minor differences attributed to the application of a 2D
model to a 3D experimental setup.
The modeling of electrohydrodynamic droplet generation from a microchannel

within a microchip via an applied electric field has been studied by Kim et al. [96].
They modeled the droplet formation using a Level Set method coupled with a
Poisson solver for the electric field. Themodel was used to determine the role of the
surface properties of the microtube. They demonstrated that the system could
generate mono-sized droplets at a regular frequency with no satellite droplets. The
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simple model did not include all of the electric effects but forms a good starting
point for a more comprehensive model.
The behavior of elongated droplets of water contained in silicone oil within a 60mm

square-section channel was studied experimentally and numerically by Sarrazzin
et al. [97]. Their simulations used a research code that solves the Navier–Stokes
equations together with a VOFmethod on a structured mesh. Very fine meshes were
needed,with amesh sizeof 1/200of the tubedimension resulting in10 cells across the
liquid film between the droplet and the wall. Simulations required 49 days on a 3GHz
PentiumIVprocessor.ThemodelresultsagreedwellwithmicroPIVdata. Inadditionto
calculating the flow field and droplet shape, they injected a tracer into the droplet at
various locations todetermine themixingtime.Theyobserved that thecounter-rotating
vortices within the droplet prevented the mixing of the tracer throughout the droplet.
Harvie and co-workers [98, 99] simulated the behavior of droplets as they pass

through an axisymmetric, microcontraction with an aspect ratio of 4:1. Their study
was aimed at understanding how such a device could be used to break up further an
already formed droplet to a controlled final size for applications such a formation of a
microemulsion. Their numerical model used a modified form of the advection
scheme of Rudman [38]. They studied a wide range of conditions, including
Newtonian droplets suspended in a fluid with a viscosity 1000 times larger and
shear thinning fluids for either the droplet or the carrier fluid. A variety of different
behaviors were observed, ranging from droplets that elongate and pass through the
constrictionwithout fragmenting to caseswhere a streamof small droplets is formed.
Theywere also able to characterize the behavior of the shear thinning results in terms
of results for an equivalent constant viscosity, but the value of this viscosity is only
known once a simulation is made and compared with Newtonian simulations.
The effect of the wetting angle at the wall on the droplet breakup behavior for the

systemdescribed above has been studied using the commercial codeCFD-ACE [100].
It was shown that, keeping all other variables constant, lower contact angles induce
droplet breakup through the contraction, whereas for higher contact angles the
droplet deforms to form a slug, the shape of which depends on the contact angle.

5.6
Summary and Perspective

It is clear from the examples presented above that there is now an enormous amount
of work being performed on simulations of flows of relevance to microsystems. This
is a very new field, as evidenced by the fact thatmost of the references cited have been
published within the last 3 years. There are some common conclusions that can be
drawn from the above work that are summarized below:

1. Forflowof a singlefluid there exist a number of commercial codes that canbeused
to investigate flow and heat transfer behavior.

2. Great caremust be taken to avoid the effect of numerical diffusion, as this swamps
the effect of the real diffusion in many applications.
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3. There are a number of additional physical phenomena, such as wall slip, electric
effects and viscous energy dissipation, which may need to be taken into account.
Generally applicablemodels are not available for someof these effects, particularly
wall slip.

4. In heat transfer applications, the conjugate heat transfer in the substrate may play
an important role in determining the thermal behavior of the system.

5. In multi-phase systems, there is the additional complexity of tracking a moving
interface. There are a number of different approaches that can be used either to
determine the location of the interface from a two-phase flow model or to fit an
interface and use interface conditions to determine its shape.

6. Commercial software does not generally have algorithms of sufficient accuracy to
determine interface locations and to represent surface tension forces. The Level
Set algorithm appears to be the most widely used technique in research codes.

7. Accurate surface tension modeling is also a key component of many simulations
but is difficult as a surface force must be represented on a volumetric grid. In
addition, the wall contact angle plays a very important role in many cases and this
is often a highly uncertain parameter.

8. There is growing use of lattice Boltzmann and other particle-based codes that can
circumvent many of the problems of traditional Navier–Stokes-based solvers.
However, their use requires specialist knowledge and they are not available
commercially.

9. Based on the observation that most of the work cited here was performed in the
last 3 years, this area will see considerable growth and numerical methods and
models will be developed to resolve many of the outstanding issues discussed in
this chapter.
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