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6.1 Introduction

The exponential increase of user data often requires planning and design of a data communica-
tion system and the operation and management of such a system. The latter issues are discussed
in the next several chapters and this chapter mainly deals with planning and design of a wire-
less network. Network design and planning consists of three steps: network topology design,
network synthesis and network realization [1–3]. In the first step, the locations and connect-
ing patterns of the network nodes are determined. In the second step, the network parameters,
such as size, are optimized subject to certain quality of service (QoS) requirements. In the
last step, the network is realized with designed configuration parameters. These steps might
be conducted in an iterative manner to gradually optimize the network. For a wireless net-
work, network design and planning principles can be applied to both the core network and the
radio access network (RAN). The main focus of this chapter is on the RAN. In the develop-
ment of today’s second and third generation cellular mobile radio networks, such as GSM and
WCDMA, the main optimization objectives in network design and planning are focused on
providing optimum throughput subject to coverage requirements and a required level of QoS.
The “Green” aspect does not draw much attention and therefore is rarely addressed. How-
ever, the rapid evolution of telecoms industry is accompanied by a huge increase of energy
consumption of mobile networks in recent years [4, 5]. Coupled with sharp rising cost of
the energy resources in the past few years, the operators are forced to further exploit the
potential of network design and planning to reduce both capital expenditure (CAPEX) and
operational expenditure (OPEX), mainly arising from the energy consumption. In the efficient
design and deployment of the fourth-generation and beyond fourth-generation cellular net-
works, for example 3GPP LTE/LTE-Advanced, it is proposed by industry consortium that the
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energy consumption will be taken into consideration as an additional optimization target for
all the operators [6].

The aim of this chapter is to draw a fundamental and comprehensive picture of the
state-of-the-art “green” network design and planning schemes, algorithms and methodolo-
gies, mainly focused on the first two steps aforementioned. The organization of the chapter is
as follows: the potential of cell parameter optimization to achieve energy saving is introduced
in the next section. Sections 6.3 and 6.4 discuss the most promising green solutions for urban
and rural scenarios, respectively. The last section concludes this chapter and provides some
insight into the future network architecture evolution path.

6.2 Deployment: Optimization of Cell Size

Studies have identified that the increasing energy consumption is mostly related with the higher
BS site density to provide huge amount of data transmission capability and high level of cov-
erage [7]. The transmission power can be significantly reduced with a smaller cell size due to
the fact that the transmitted signals suffer lower path loss in the air. Meanwhile, considering
the transmission power can merely be counted as a part of overall energy expenditure, smaller
cells with higher cell deployment density clearly cause additional static power consumption in
terms of circuitry power, site cooling power, and so on, which are almost irrelevant with trans-
mission power. The saving potentials should be carefully designed to balance the trade-off
between throughput and energy expenditure. Another important consideration when planning
the network is the traffic, in particular, the spatial traffic variations. In a high traffic area, it is
expected to deploy more cells to allocate more resources for satisfactory user experience. Oth-
erwise, smaller number of large cells can be deployed to meet the traffic requirement. Some of
the previous works [8, 9] have made a common assumption that the spatial traffic distribution
is uniform to guarantee that the peak traffic can be handled with the required QoS through-
out the entire region covered by the cellular system. However, the spatial traffic distribution is
not uniform in realistic scenarios. The uniform traffic assumption causes inefficiency because
the number of BSs deployed in the low traffic area is more than needed. Hence, a part of the
energy consumed by those BSs is wasted. When designing the cellular network parameters,
all the aforementioned aspects should be considered to offer realistic solutions.

6.2.1 System Model

Considering a hexagon cell with radius R as shown in Figure 6.1, the area of the cell is denoted
as S and we assume that the entire cellular system is able to cover a large region with area U,
where the spatial traffic density varies according to the locations. This model is commonly
used in system level analysis for cellular networks.

6.2.1.1 Traffic Model Within a Cell

The multi-class MMPP/M/1/D-PS queue model (a single server processor sharing queue, with
Markov-modulated Poisson arrival process, Markovian service time and finite capacity) has
been widely used to study and dimension the telecommunication systems for more than a
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Figure 6.1 Cell definition

century [10, 11]. Surprisingly, the simplicity of the model does not impair the evaluation accu-
racy. The assumptions made in this model are as follows:

• No more than S sessions and D data connections can be admitted in a cell at the same time.
The session arrival rate is 𝜆S and with s sessions and the data connection arrival rate is s𝜆D.

• The user service time is exponentially distributed with mean value T; hence, the user service
rate is exponentially distributed with mean value 𝜇s = 1/T.

• In each data connection, the amount of information transferred is exponentially distributed
with mean value G; hence, the data connection service time is exponentially distributed with
mean value 𝜇d =B/G, where B is the throughput.

In this traffic model, one of the parameters, that is, session arrival rate, is controlled by a
Poisson process. It is typical in modelling the traffic types where time-varying arrival rates
capture some of the important correlations between inter-arrival times and is applicable in ser-
vices such as VoIP and FTP. However, this traffic model is not suitable to model the continuous
traffic types, for example, video streaming.

6.2.1.2 Spatial Traffic Variation Model

Realistic traffic is envisaged to vary according to the locations, which implies that the session
generating rate 𝜆S as well as the data connection generating rate 𝜆D are functions of the BS
locations and can be expressed as 𝜆(r, 𝜃) in a polar coordinate system. For simplicity of the
analysis, we assume that the spatial traffic is a step function as shown in Figure 6.2. The realistic
traffic model might be far more complicated than this simple model. However, any realistic
traffic model with traffic hotspots can be decoupled into similar step functions. Hence, it is
adequate for the principle estimation of the energy savings and the optimization of network
design and the planning parameters can be easily extended from this simple model. Note that



100 Green Communications

1

0.5

0

−0.5

−1−1
−0.8

−0.6
−0.4

−0.2
0

0.2
0.4

0.6
0.8

1
0

0.2
0.4
0.6
0.8

1

Figure 6.2 Normalized spatial traffic variation model

this model is a peak traffic model, which implies that although the traffic varies with time, it
will never exceed the values in this model, guaranteeing required QoS at any time.

6.2.1.3 Propagation Model and Coverage

Normally, the received signal suffers from path loss, slow fading and fast fading. A simple
model taking path loss and slow fading into consideration is given as:

Prx(r) = K

(
r

rref

)−𝛾
𝜑Ptx (6.1)

where Ptx, Prx, rref, 𝛾 and 𝜑 represent transmit and receive power, reference distance and prop-
agation path loss exponent and a random variable modelling shadowing effects, respectively,
and K is a constant which can be obtained through measurement and its value is given in
Ref. [12].

Based on this propagation model, coverage, as another critical performance metric is defined
as the fraction of cell area where the received power is able certain threshold Pmin:

 = 1
S∫S

r Pr(Prx(r) ≥ Pmin)drd𝜃 (6.2)

6.2.1.4 Quality of Service (QoS)

The QoS can be referred to several related metrics such as latency, jitter, packet dropping
probability, and so on. In this chapter, QoS is mainly determined by the blocking probability
that a new generated request is rejected because there are no available resources to be allocated
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to the new user. According to Ref. [13], the blocking probability pblk can be easily calculated
by applying the infinitesimal generator matrix based on the steady state probability as:

pblk =
∑D

d=0 𝜋d,S𝜆s +
∑S

s=0 𝜋D,ss𝜆d∑S
s=0

∑D
d=0 𝜋d,s(s𝜆d + 𝜆s)

(6.3)

where 𝜋d, s is the steady state probability for state (d, s) which indicates that the dth data
connection request of the sth session arrives. The numerator represents the probability that
the incoming session/data connection requests are rejected and the denominator stands for the
summarised probability of all steady states.

6.2.2 Optimization of Cell Parameters

In the previous deployment strategies, the cell size is designed to satisfy the maximal traffic in
the entire network, which is obviously not an energy-efficient solution. The basic idea of the
new deployment strategy is to separate the entire service region according to the traffic level.
For the normalized spatial traffic variation depicted in Figure 6.2, we divide the covered area
into two parts: a dense zone where the traffic is intensive and a sparse zone where the traffic
is relatively low. In the dense zone, the target blocking probability must be met, that is, pblk ≤
pT

k . However, in the sparse zone, if we maintain the same cell size, the blocking probability
achieved might be significantly smaller than the target one due to the lower traffic demand, thus
wasting a large amount of energy. Therefore, we can enlarge the cell size within the sparse zone
so that the BSs receive more traffic requests but the coverage and QoS requirements will not
be impaired. By doing this, the number of BSs used in the entire network is reduced as well
as the overall consumed energy.

Within the dense zone, the radius of the cell is assumed to be Rd and the area of each cell
is Sd; whereas in the sparse zone, the radius of the cell is Rs =𝜇Rd and the area Ss=𝜇2Sd. A
heuristic scheme can be employed to optimize the cell sizes in two zones with different traffic
demands:

• Step1: For the dense zone, determine Rd, BP according to the blocking probability
requirement.

• Step2: Calculate the average number of data connections within a cell and Rh, C according
to the coverage requirement.

• Step3: Choose Rd =min (Rd, BP, Rd, C).
• Step4: Choose a proper Rs =𝜇0Rd to satisfy the target blocking probability in the sparse

zone.
• Step5: Calculate coverage of the cells within the sparse zone.
• Step6: If the coverage requirement is met, the algorithm is ended; else reduce𝜇n+1 =𝜇n−Δ𝜇

and goes back to step 5.

In order to validate the feasibility of this scheme, we set up a simulation scenario with LTE
link budget and use the FTP service model in Ref. [14]. The target blocking probability is set
as 1% and we assume the entire covered area is a circle with radius 100 km and the dense zone
is a circle with radius 20 km. The new scheme will be compared with conventional scheme
where no separation is conducted and the network planning is merely based on the maximum
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Figure 6.3 Blocking probability

traffic, tailoring to a uniform cell size. We define the energy saving power ratio Φsav to exploit
the energy saving as:

Φsav =
Pnew

Puni
(6.4)

where Puni is the overall power consumption for the uniform cell size.
We use the aforementioned scheme to find the optimal 𝜇= 1.4 and the corresponding

Φsav = 0.82, which means 18% energy consumption saving can be achieved because less
number of BSs are deployed in the low traffic zone. The blocking probability is shown in
Figure 6.3. If the cell size is unchanged in the sparse zone, the blocking probability sharply
decreases due to the very low traffic demand. On the contrary, if the cell size is enlarged, more
traffic is generated within one cell and the achieved blocking probability is closer to the target.

Now we come to the conclusion that by separating the whole network into two zones, the
cell size can be optimized based on the spatial traffic distribution. With smaller number of BSs
deployed in the sparse zone, the overall energy consumption is successfully reduced. Actually,
the whole area can be divided into more zones according to the spatial traffic variation. In such
a case, the network planning strategy is able to adapt itself to the spatial traffic variation in a
more efficiently manner.

6.3 Network Design and Planning for Urban Areas

The planning of a network cannot be easily modified once the rollout is complete. It is difficult
to relocate the already deployed base station sites of a legacy network. However, it does not
mean that the network is not able to adapt itself to the change of the operation conditions.
In one aspect, the network layout does not depend on the deployed but on the active BSs.
Hence, it can be dynamically changed by adaptively switching on/off some BSs under different
traffic circumstances. In another aspect, the densification of the current network can be tailored
with additional macro BSs and/or micro BSs to reduce the inter-site distance (ISD) when the
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required traffic demand is growing. In the latter case, it is more important to leverage the
deployment options for savings of energy by dynamic adaptation when the already deployed
and the additionally deployed base station sites are fixed.

6.3.1 Adaptive On/Off Strategies to Change the Network Layout

The daily traffic profile has revealed that there are long periods in which the traffic load is
low and the BSs are unnecessarily activated [14]. Different on/off schemes have been inves-
tigated to save energy, where the number of active BSs are adjusted dynamically adapting to
the real-time traffic load. Therefore, unnecessary network nodes are switched off and the net-
work layout is changed to save energy. It should be noted that the required QoS should not be
compromised in the procedure of minimization of energy expenditure.

The on/off scheme can be simply categorized into two approaches: static and dynamic [15].
While the static approach only applies on/off scheme for a fixed potion of all network nodes
in the period of one day, the dynamic approach is more adaptive in the sense that the on/off
operations can be applied to the BSs depending on the traffic variations. With a simplified
linear daily traffic variation pattern assumed as shown in Figure 6.4(a), the energy savings of
two approaches are demonstrated in Figure 6.4(b) [15].

Two static on/off schemes, denoted as 1/2 and 1/4, are demonstrated, where 1/x means that 1
out of x BSs are activated during the off operation period. As shown in the figure, the dynamic
approach benefits from more flexibility and stronger adaptation capability and achieves higher
percentage of energy savings. In addition, the presented results also clearly deliver an important
message: the achieved energy saving is rather depending on the variation of the traffic, that is,
the slope from peak to off-peak d, than one the absolute values of the traffic, that is, the peak
traffic and the off-peak traffic.

6.3.2 Adaptive (De)sectorization

It has been pointed out that switching off the entire BS site might not be realistic because the
transmission power of the BSs is assumed to be adjustable in a large dynamic range to meet the
coverage requirement [16], which is normally impractical in real systems because of the power
amplifier and RF link constraints. A more effective approach is adaptive (de)sectorization,
where the BSs are able to adapt themselves to the temporal traffic variation by switching off
some sectors and changing the beamwidth of the remaining sectors.

As shown in Figure 6.5, each BS consists of three sectors and each sector is defined as a
hexagon with radius R. Sectorized antenna is employed in each sector.

Here, we use another commonly used metric of interest G-factor to evaluate coverage:

Gfactor =
P(BSi → UE)∑

j≠iP(BSj → UE) + Ptherm
(6.5)

where P(BSk → UE) is the received power from BS k to the user equipment (UE), given in mW
and Ptherm is the thermal noise power given in mW. The long-term coverage can defined as:

 = 1
Sa∫Sa

Pr{Gfactor(x, y) ≥ Gfactor,min}dxdy (6.6)

where Sa is the area of a sector.
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Figure 6.4 Energy savings and daily traffic profile (a) daily traffic profile (b) energy savings

When traffic demand is at high level, all three sectors within one BS are activated. When
traffic demand is lower, one sector out of three sectors is switched off. Here for simplicity,
we assume sector 1 is switched off. Handover is performed throughout the system. The users
in the silent sector, that is sector 1, will be assigned to other sectors or even other BSs based
on the long-term received signal strength, that is summation of path loss and shadowing loss.
Apparently, those users in the silent sectors will suffer from lower coverage because of the
weaker receive power. To maintain the coverage level of the silent sector, we need to change
the antenna pattern of the other two remaining sectors.

Considering the 3D antenna pattern in Ref. [17], given by horizontal (azimuth) and vertical
(elevation) orientations, the azimuth antenna pattern used in LTE system is given by:
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Gaz(Θ) = Gmax − min

{
12

(
Θ

Θ3 dB

)2

,Gf2b

}
Gmax = 14dBi,Θ3 dB = 65∘,Gf2b = 20dB

−180∘ ≤ Θ ≤ 180∘ (6.7)

where Gmax is the boresight antenna gain, Θ is the angle between the sector and the mobile
(BS-UE) line of sight and the sector boresight, Θ3 dB is the 3 dB angle, also defined as
beamwidth and Gf2b is the antenna front to back ratio. The elevation pattern is:

Gel(Φ) = Gmax − min

{
12

(
Φ
ΔΦ

)2

,Gf2b

}
ΔΦ = 10∘,−180∘ ≤ Φ ≤ 180∘ (6.8)

where ΔΦ is the elevation width and Φ is the downtilting angle. This downtilting angle is
decided by the antenna height Hant (typical value is 20–40 m, here is 20 m) and the distance D
between the BS and the crossing point of the horizon and the antenna main lope orientation,
that is Φ= argtan(Hant/D). It is a key factor to the intra- and inter-cell interferences. It should
be optimized to minimize the interference and maximize the long-term throughput, which
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Figure 6.6 Azimuth antenna patterns

is a function of Gfactor. For the sake of simplicity, we assume the downtilting angle keeps
unchanged after sector 1 is switched off.

Even with optimized downtilting angle, turning off one sector will cause coverage problem.
In order to cover the silent sector, it is natural to change the direction of other sections to offer
a satisfactory coverage. For example, sector 3 antenna can be redirected from 180∘ to 120∘ and
the beamwidth of two remaining sectors can be expanded from 65∘ to 95∘. After adjustment,
the new azimuth antenna pattern is shown in Figure 6.6.

In Ref. [18], a well-defined Macro cell power model based on measurement is presented,
where the power consumption in watts is estimated individually for each subsystem. One BS
consists of power amplifier (PA), main supply, DC part, RF link, Base band and cooling equip-
ment. The power consumption of each component is shown in Figure 6.7. If one sector is
switched off, the energy saving is not straightforward 1/3. PA and RF link consumption can be
reduced by approximately 1/3. The other power consumption associated with DC, BB process-
ing and cooling will not be significantly reduced. In a nutshell, the overall power consumption
can be reduced by approximately 21%.

As we mentioned before, when minimizing the energy consumption the QoS should not be
impaired. Turning off one sector not only brings the coverage problem, but it also increases
the traffic demand of the remaining active sectors due to the new users handed over to them
and might increase the blocking probability. The same MMPP/M/1/D-PS queue model afore-
mentioned in the cell size optimization section can also be used here to analyze the blocking
probability.
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How the energy efficiency of an LTE system can be impacted by adaptive (de)sectorization
is depicted in Figures 6.8–6.10 with following assumptions:

– Two tiers of BSs (19 BSs and 57 sectors) with central one as the reference one and inter-cell
distance is 500m.

– UEs are placed randomly following a uniform distribution. One sector allows up to 50 UEs
and 20 data connections.

– We assume OFDMA system without any cooperation among sites or any fractional fre-
quency reuse patterns.

– LTE based link budget and propagation model.
– There are two main QoS constraints: the target blocking probability is 0.01 and the target

coverage is 99%.

The Gfactor map before and after switching off sector 1 is shown in Figure 6.8.
When sector 1 is switched off, the steering direction of sector 3 is changed and the

beamwidth of the remaining two sectors is increased. The direct consequence is that one
sector is receiving more interference because of the larger beamwidth, leading to Gfactor
degradation as well as the long-term system throughput. Figure 6.9 depicts the cumulative
distribution function (CDF) of Gfactor and it is indicated that the average value of Gfactor is
smaller when sector 1 is switched off. An interesting observation is that some users (the part in
the circle) might actually benefit from this adaptive sectorization. Those users are previously
strongly interfered by sector 1. Since sector 1 is off now, the interference is reduced and their
performance is improved.

It should be noted that when traffic is further decreasing, we can switch off two sectors out of
three sectors and change the antenna pattern to the omnidirectional to maintain the coverage.
It will be shown in the following results that switching off two out of three sectors is beneficial
when the traffic load is extremely low. The user arrival rate per km2 is defined in Ref. [18]
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Figure 6.8 Gfactor map (upper left: 3 sectors, pathloss only; upper right: 3 sectors, pathloss+ shadowing;
lower left: sector 1 is switched off, pathloss only; lower right: sector 1 is switched off,
pathloss+ shadowing)

and changes in 24 hours as shown in the upper part of Figure 6.10(a). Note that since the data
connection arrival rate is constant, the temporal traffic variation is purely demonstrated by
the fluctuation of the user arrival rate per km2. The data connection arrival rate is set as 10
per UE per second per km2. When the traffic demand in terms of user arrival rate is low, one
sector is switched off to save energy. The coverage area of the remaining two sectors is then
increased to 1.5 times of its original size, which means that the user arrival rate for each active
sector is 1.5 times of its original value now. In the mean time, the average system throughput is
degraded as shown in Figure 6.8 (the amount of reddish areas is decreased). As a consequence,
the blocking probability increases.

However, if we carefully choose the switching off point, we can guarantee that the blocking
probability is still below the target value (peak value of the reference/benchmark system).
Obviously, the longer the sector is silent, the better energy efficiency we can achieve. Actually,
the switching point is chosen where the blocking probability is exactly the same as the target
value to maximize the energy saving. We define the energy saving ratio 𝜇sav as the ratio of the
overall system energy consumption with sectors switching off over that without switching off.
Figure 6.10(b) indicates that if we do not switch off sectors when the traffic demand is low,
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the blocking probability is unnecessarily lower than the target, which means that resources are
actually overpaid to provide much better QoS than expected. If we switch off one sector, the
two active sectors are now serving all the users and there is a jump for the blocking probability
because of the sudden increase of the user arrival rate. However, as we mentioned, by wisely
selecting the switching point, the blocking probability is still below the target. When sector 2
is further switched off, the blocking probability jumps again but is still below the target level.
Figure 6.10(b) shows that if we do not change the beamwidth of the remaining sectors, the
users in the silent sector suffer from weak receiving signals and therefore the coverage target
cannot be achieved. On the contrary, if we employ the adaptive (d)sectorization by widening
the beamwidth when only one sector is switched off, the coverage level is well maintained (just
1% reduction). When two sectors are switched off, the omnidirectional antenna suffers from
a 2% coverage reduction. The overall energy consumption is saved during the silent period
of sector 1 (from time h1 to h21, total 20 hours) and the silent period of both sector 1 and 2
(from time h3 to h13, total 10 hours). Generally speaking, the overall energy consumption can
be saved about 28% in each day (from h0 to h24).

6.3.3 Heterogeneous Network (HetNet)

In the previous section, we have shown that the network layout can be adaptively changed
when traffic is lower than the peak value. However, the exponential growth in data traffic and
number of connected terminals in contemporary life dramatically increases the peak traffic,
which can only be tackled with densified planning with additional network nodes. Installation
of new macro cells are neither convenient nor efficient. On the contrary, compact, low-power
small cells are more cost-efficient to deploy and its plug-in-and-play property makes it suitable
for improving field strength at macro cell edges, hotspot and indoor.

The mixture of macro cells and small cells, that is, heterogeneous network planning can
be implemented in two different ways: first, the small cells can be deployed at the edge of
the macro cells to tailor the density of the BSs to the required capacity per area as shown in
Figure 6.11 [14]; second, the macro cells and micro cells can be mixed to offer non-standard
deployment, where the current 3-sector hexagonal deployment will no longer be adopted [19].

When the micro cells are deployed at the edge of the macro cells, the area power consump-
tion gains are depicted in Figure 6.12 for the four scenarios [14], where pure macro and micro
deployment are also plotted for comparison purpose:

• Scenario 1: 1 micro per macro cell at the cell edge
• Scenario 2: 2 micro per macro cell at the cell edge
• Scenario 3: 3 micro per macro cell at the cell edge
• Scenario 4: 5 micro per macro cell at the cell edge.

The superiority of pure micro networks with regard to area power over throughput has to
be related to its much higher area power consumption, that is, the optimum deployment does
not provide excessive area throughput over the real capacity requirement. Given a through-
put request, deployment of additional micro cells can only be efficient when this throughput
request if relatively high. If the traffic request is low, the additional capacity gains brought by
the micro cells are overwhelmed by the extra power consumption.
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Figure 6.11 HetNet with micro cells at the edge of macro cells
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As a consequence of even traffic demand distribution, arbitrary placement of base station
sites and three-sectorized antenna configuration with 120∘ separation are valid. However, if
the traffic distribution is not even, hexagonal deployment may lead to suboptimal network.
In order to optimize deployment solution, an automatic algorithm was developed in Ref. [18]
that performs the following main steps, in order to minimize energy consumption: (i) places
base station sites, (ii) sets sector antennae main lobe direction (while keeping 120∘ separation
for the three sectors) and (iii) reduces maximum output power of sectors. The algorithm is
assumed to perform in an environment where the possible base station site locations form a
discrete set of coordinates (non-arbitrary placement, e.g. modelling rooftops); traffic demands
are assumed to be given in kbps units at finite number of discrete locations and it is assumed that
antenna directions and output powers of sectors can be tuned. It has been shown in Ref. [19]
that this non-hexagon deployment can achieve roughly 30% energy saving when compared
with conventional hexagon deployment.

6.4 Network Design and Planning for Rural Areas

The green techniques introduced in the last section are more suitable for urban area where
the BSs are deployed with relatively high densification. In rural area, where the cell size is
large and the traffic level is low, coverage is a more important facto to be considered. In such a
case, relaying technique is well known to be able to improve the data transmission in the cell
edge and/or to provide coverage in new areas. Installation of new relay nodes (RNs) instead
densifying the macro only networks can be more energy efficient. However, the efficiency
improvements are highly depending on the geographic planning of the relay nodes and the
capabilities of the relay nodes.

The basic idea behind relaying is to receive help from some radio nodes, called relays, to
perform more spectrum and energy-efficient communications [20, 21]. RNs can be specifi-
cally devoted network nodes or other user devices in the vicinity. The relay node can either be
used as a simple repeater which just amplifies and forwards its reception without any further
processing, namely amplify-and-forward (AF) [20], or be equipped with more sophisticated
baseband processing capability to be able to decode, re-encode and forwards received mes-
sages [21]. The latter one is called decode-and-forward (DF). These two schemes have already
been part of LTE-Advanced to offer the possibility to extend coverage and increase capac-
ity, allowing more flexible and cost-effective deployment options [22]. Other than these two
schemes, compress-and-forward has drawn considerable attentions recently, where the relay
node compresses and forwards its observation to the destination, benefiting from receive diver-
sity [23]. In order to further exploit the uncertainty of wireless media, relaying schemes can
be combined in a hybrid fashion and achieve improved spectrum efficiency because of the
flexibility, [24, 26].

The link level results reveal that the S–D distance and the position of RN play an important
role in energy efficiency (EE) performance [19]. When extended to a cellular network scenario,
multiple RNs can be deployed in each sector. In such a case, we need to find the optimal number
of deployed relay nodes (RNs) and their locations.

Figure 6.13 shows the SINR map with 2 and 4 relay nodes in each sector, respectively. The
SINRs of the vicinity areas of the relay nodes are enhanced. When the number of relay nodes
increases, a larger area is covered by the relay nodes, which means UEs are more likely to
receive help from the relay nodes.
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Figure 6.13 SINR map with 2 and 4 relay nodes in each sector

1 2

3.4
3.2

3
2.8
2.6

kw
/k

m
2

2.4
2.2

2

(a)
3

3.4
3.2

3
2.8
2.6

kw
/k

m
2

2.4
2.2

2

(b)

No

DF

Hyc

1 2 3

Figure 6.14 Energy efficiency: (a) one RN, (b) 4 RNs in (1) short, (2) middle, and (3) long BS-RN
distance

As shown in Figure 6.14, hybrid relay achieves better EE performance than DF and the best
EE performance is achieved at the cell edge. With four relays, although the overall energy
consumption is increased compared to the one relay case during the time of transmission, the
required transmission time for UEs served by RNs is reduced, increasing the idle time of the
BSs. In this regard, more UEs can obtain help from the RNs and lead to lower energy consump-
tion. However, this does not mean the number of relays can be increased without limit. At some
point, the disadvantage of more offset energy consumption, which is the energy consumption
even when transmission power is zero, will outweigh the benefit of improved throughput and
transmission power, thus causes more energy consumption. Based on these results, we can
conclude that the hybrid relay system that enables a pair of terminals (BS and RNs) to exploit
spatial diversity shows significant improvement in energy efficiency performance in terms of
consumed energy per km2. However, compared with direct transmission, the cooperative strat-
egy only shows significantly improved energy efficiency when the RN is not deployed in the
very close area of the BS.
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Figure 6.15 Traffic distribution with two hotspots covered by the RNs

Relay can be used to support also hotspot configurations which can be a realistic repre-
sentation of the scenario where relay nodes are deployed to collect a large amount of traffic
concentrated in a small area. In this case, the traffic distribution has been shaped assuming
that half of the traffic of the cell is uniformly distributed and the remaining half is concen-
trated under the two relay nodes. This part of the traffic is distributed according to a spatial
Gaussian distribution whose variance has been chosen so that 95% of this traffic falls in the
area that is served by the relay nodes. The resulting distribution in the case of a cell with ISD
500 m is shown in Figure 6.15.

The results are shown in Figure 6.16 [25]. The column relative to BS SoTA uses the power
model provided in Ref. [18] for state-of-the-art 2010 Base stations. It can be seen that RNs
serve the hotspot of traffic offers a significant improvement, lowering the overall energy con-
sumption index of 20.8% in the case of 2-hop relay nodes, and of 5.6% in the case of multicast
relay nodes. Even higher gains can be achieved when also base stations are upgraded with a
more efficient power model. When newer base stations are deployed alone, a good increase
in energy efficiency is reached, but the improvements granted by relay nodes still stack with
this higher performance, lowering the corresponding energy efficiency index of an additional
28.4% in the case of 2-hop relays and of 2.5% in the case of multicast relays.

6.5 Conclusions and Future Works

In this chapter, the detailed designing choices as well as the network planning solutions have
been explained based on theoretical derivations, performance evaluations and system level
studies. The discussed solutions address the high-energy efficiency targets of the future mobile
cellular networks which feature very high traffic demanding, highly fluctuating daily traffic
profile, and so on.
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We have shown that the network design parameters, such as cell size, can be optimized
according to the spatial traffic variations to save energy. After rollout, the network layout is dif-
ficult to change, but there are opportunities to adaptively adjust the network layout by applying
some on/off schemes according to daily traffic variations. In particular, the (de)sectorization
scheme, where the BS can switch off some of sectors to save energy during low traffic periods,
is shown to be promising.

In the literature, it is often stated that the usage of small cells reduces transmit power.
However, it is explained in this chapter that the densification of the current network with addi-
tional small cells can only be energy efficient in high traffic. Furthermore, it is shown that
non-hexagon deployed heterogeneous network might be optimal when the spatial traffic is
not even.

Furthermore, relaying technique is investigated for rural scenario. The hybrid relaying
scheme with capability of switching between DF and CF are achieving considerably energy
savings if their locations are carefully chosen. Additionally, relay can also be used in hotspot
to improve energy efficiency.

Some new solutions are proposed for future architecture evolution. One of them is the idea of
separation of control and data plan as shown in Figure 6.17. In this split concept, the user termi-
nals exchange data traffic with small cells and signalling traffic with large base stations which
act like a umbrella covering multiple small cells. This concept provides additional degree of
freedom and has potentials to improve the resource usage efficiency and energy efficiency
because the small cells no longer need to transmit/receive signalling messages frequently and,
therefore can be put into "deep sleep" mode to save energy.

Another proposed idea is the federated network where the network is virtualized in a fed-
erated manner through infrastructure sharing among operators, with the capability in the pro-
visioning of ample opportunity for competition and differentiation among involved actors.
The designed architecture and management mechanisms exploit increasing variation of traffic
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Signaling

Data

Figure 6.17 Control/data plane splitting

distribution among operators and ensure transparent service provisioning to end users. These
potential candidates for future architectures are currently drawing more and more attention
from both academia and industry.
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