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### 8.1 Introduction

The "Optical tweezers" technique [1] is a well-known technique used to trap and manipulate minute objects in a liquid without contact. It has been used for manipulating viruses and bacteria [2], single RNA molecules [3,4], and DNA molecules [5]. It has also been used to study the motion of the biological motor protein kinesin [6] and to sequence DNA [7]. It has been employed in not only biological applications but also for sorting objects in microfluidic systems [8-10], and measuring the mechanical properties [11] and shapes of microstructures [12]. Holographic optical tweezers [13-15] have also been used to create arbitrary three-dimensional structures [16-18].
In these applications, precise position measurement of the trapped object expands the ability to perform mechanical and structural measurements, and several methods have been developed. Position measurement with a quadrant photodiode (QPD) has been performed using spatial changes in light intensity according to the displacement of the trapped object with high temporal resolution and high sensitivity [1,19-23]. However, it is difficult to measure many objects simultaneously and to measure a three-dimensional (3D) position.
The use of a camera was effective for measuring optically trapped objects threedimensionally [24]. A recently developed high-speed camera provided a temporal resolution comparable to that of a QPD [25]. Measuring the 3D position of trapped particles of

[^0]micrometer-order diameters was demonstrated using a holographic method [26]. Threedimensional position measurement was also demonstrated by using stereomicroscopy [27]. The Brownian motion of a polystyrene sphere with a $0.8 \mu \mathrm{~m}$ diameter was measured with a digital holographic microscope, although this technique did not use optical tweezers [28]. Despite these numerous studies, there has been little research into measuring the 3D position of subwavelength-sized particles (nanoparticles) with diameters smaller than the focal spot diameter used in optical tweezers techniques.
Recently, we demonstrated digital holographic measurement of a nanoparticle's position held in optical tweezers [29,30]. The diameter was smaller than that of nanoparticles used in previous studies [26-28]. The optical tweezers suppressed the movement of the nanoparticle and controlled its position in the use of a measurement probe. Digital holography [31] has been used to detect particles with no relation to optical tweezers [32-34]. Digital focusing on to an object was performed by a pattern matching between a diffraction image and a template image [29], but it has been performed by using features of the focused image, such as an iterative gradient computation [35], the maximization of the intensity local changes [36], a correlation coefficient [37], the sparsity of wavelet coefficients [38], and an integrated amplitude modulus [39,40]. An in-line digital holography setup can be also used for detecting the positions of particles [31,41,42]. In the system, in addition to an in-line digital holography setup, low-coherence light $[41,43,44]$ was used to measure a nanoparticle, because the scattered light from the nanoparticle was very weak and was buried in speckles produced by unwanted scattered light.
The optical tweezers have been applied to manipulate gold nanoparticles when the motion, state, and function of a biological system are measured. The 3D trapping of the gold nanoparticle with a 36 nm diameter was first demonstrated by Svoboda and Block [6]. The optically trapped gold nanoparticle was used as a probe tip of a near-field optical microscope [45-47]. The heat effect of the optically trapped gold nanoparticle has also been discussed [48]. The stable optical trapping of $18-254 \mathrm{~nm}$ gold particles has been demonstrated [49]. Optical trappings of silver nanoparticles [50] and gold nanorods [51] has also been demonstrated. Theoretical calculations of the optical trapping force of the metal nanoparticles were described [52-54]. A gold nanoparticle with a 9.5 nm diameter [55] has been successfully trapped in optical tweezers and detected with a quadrant photodiode (QPD) method. These holographic methods were also applied to measure the position of the gold nanoparticle with the heterodyne technique [56,57] and the dark field arrangement [58].
In this chapter, position measurement of an optically trapped nanoparticle using lowcoherence, inline-digital holography with a pattern matching method, and a 3D sub-pixel estimation is described. In Section 8.2, the optical setup, the image processing procedure, and sample preparation are described. In Section 8.3, the measurement accuracy of the experimental setup and the experimental results of measuring the Brownian motion of a polystyrene particle with diameters of 200 and 500 nm , while changing the trapping laser power and the 3D position measurement of a gold nanoparticle with 60 nm a diameter, is also demonstrated. In Section 8.4, a method for achieving higher accuracy in 3D position measurement of nanoparticles, using an in-line digital holographic microscope by increasing weak scattered light from a nanoparticle relative to the reference light with a low spatial frequency attenuation filter, is described [59]. In Section 8.5, some concluding remarks are presented.

### 8.2 Experimental Setup

### 8.2.1 Optical Tweezers System

Figure 8.1 shows the experimental setup, composed of an optical tweezers system and a low-coherence, in-line digital holographic microscope. This system was placed on a vibration isolation optical table. In the optical tweezers system, a beam generated from an Yb -fiber laser with a wavelength of 1070 nm (IPG Photonics, YLM-10) was collimated and focused in a sample solution using a $60 \times$ oil-immersion microscope objective lens (OL) with a numerical aperture of $N A=1.25$. The irradiation laser power at the sample was controlled with a half-wave plate and a polarization beam splitter (PBS) and calculated as the product of the power measured before introducing the laser beam and the transmittance of the OL.
The samples were suspensions of polystyrene beads (diameter $=202 \mathrm{~nm}$, standard deviation $=10 \mathrm{~nm}, 2.66 \%$ solid suspension, Polysciences, Inc.) diluted 1:48000 with distilled water, polystyrene beads (diameter $=535 \mathrm{~nm}$, standard deviation $=10 \mathrm{~nm}, 2.69 \%$ solids suspension, Polysciences, Inc.) diluted 1:2500 with distilled water, and gold nanoparticles $($ diameter $=$ $60 \mathrm{~nm}, 10 \%$ deviation, Tanaka Precision Metals) diluted 1:5000 in distilled water.

### 8.2.2 In-Line Digital Holographic Microscope

### 8.2.2.1 Optical Setup

In the in-line digital holographic microscope, the light source was a green light emitting diode (LED) (Luxeon, Green Revel Star/O) with a center wavelength of $\lambda_{\mathrm{c}}=528 \mathrm{~nm}$ and a


Figure 8.1 Experimental setup
spectral width of $\Delta \lambda=32 \mathrm{~nm}$ at the full-width half maximum. The green light was focused to obtain stronger illumination with the power of $\sim 6 \mathrm{~mW}$ on the sample. The scattered light from a nanoparticle (the object light) and the straight-through light (the reference light) were magnified by the OL and a lens with a focal length of 300 mm , and interfered on a cooled charge-coupled device (CCD) image sensor (Bitran, BU50LN) with $772 \times 580$ pixels, 16-bit resolution, 1.0 ms shutter speed and 8.6 frames $/ \mathrm{s}$ ( fps ). The diffraction limit and the Rayleigh length of the microscope calculated from $\lambda_{\mathrm{c}}$ and $N A$ were $0.61 \lambda_{\mathrm{c}} / N A=258 \mathrm{~nm}$ and $\lambda_{\mathrm{c}} / N A^{2}=$ 338 nm , respectively.
The lateral and axial magnifications of the in-line digital holographic microscope were estimated as follows. In the estimation of the lateral magnification, a $10.0 \mu \mathrm{~m}$ scale bar on the sample plane was measured as 121 pixels on the CCD image sensor, with a pixel spacing of $8.3 \mu \mathrm{~m}$; therefore the lateral magnification $M_{\mathrm{L}}$ was $1.0 \times 10^{2}$. The corresponding spatial sampling interval on the sample plane was $\Delta x=\Delta y=83 \mathrm{~nm}$. The axial magnification was estimated by the ratio of the displacements along the axial direction between the object plane and the image plane. In more detail, a 200 nm polystyrene particle fixed on a slide glass was axially moved between 0 and 4000 nm in steps of 500 nm , and the CCD image sensor was moved to the focused point (dark spot). The step of 500 nm along the axial movement of the sample corresponded to the axial movement of 3.9 mm in the focus position of CCD image sensor. Therefore the axial magnification was $M_{\mathrm{A}}=3.9 \mathrm{~mm} / 500 \mathrm{~nm}=7.8 \times 10^{3}$. For example, the axial step of $10 \mu \mathrm{~m}$ in the diffraction calculation on the image space corresponded to $\Delta z=1.3 \mathrm{~nm}$ in the sample space.

### 8.2.2.2 Diffraction Calculation

In the in-line digital holographic microscope, there was a short path difference between the object light and the reference light, allowing interference between them with low-coherence light. The interference image, $\left|u_{k}(x, y, z)\right|^{2}$, for wave-number $k=2 \pi / \lambda$ is approximated by the interference between a spherical wave from a point source (scattered light from nanoparticle) and a plane wave (straight-through light):

$$
\begin{align*}
\left|u_{k}(x, y, z)\right|^{2} & =\left|A_{k}^{(r)} \exp (i k z)+\frac{A_{k}^{(s)}}{\sqrt{x^{2}+y^{2}}} \exp \left(i k \frac{x^{2}+y^{2}}{2 z}\right)\right|^{2} \\
& =A_{k}^{(r) 2}+\frac{A_{k}^{(s) 2}}{x^{2}+y^{2}}+\frac{2 A_{k}^{(r)} A_{k}^{(s)}}{\sqrt{x^{2}+y^{2}}} \cos k\left(z-\frac{x^{2}+y^{2}}{2 z}\right) \tag{8.1}
\end{align*}
$$

where $A_{k}^{(r)}$ and $A_{k}^{(s)}$ are the amplitudes of the straight-through light and scattered light, respectively. The scattered light from a nanoparticle is very weak [60,61]. Therefore, it will be lost among speckle noise if a high coherence light source such as a laser is used. When a broadband (low-coherence) light source is used, the interference image is described as

$$
\begin{equation*}
I_{h}(x, y, z)=\int_{k}\left|u_{k}(x, y, z)\right|^{2} d k \tag{8.2}
\end{equation*}
$$

From the interference pattern, the diffraction calculation was performed on the basis of the angular spectrum method [62]. The object was a single nanoparticle, which was a very
simple object, so that the amplitude of the captured interference image was given by the amplitude-only hologram with a constant phase. The complex amplitude of a diffraction image $u(x, y, z)$ at the axial position $z$ from a hologram $u_{h}\left(x, y, z_{m}\right)$ obtained at an axial position $z_{m}$ is described as

$$
\begin{equation*}
u(x, y, z)=F_{t}^{-1}\left(F_{t}\left[u_{h}\left(x, y, z_{m}\right)\right] \exp \left[-2 \pi i \sqrt{\lambda^{-2}-v_{x}^{2}-v_{y}^{2}}\left(z-z_{m}\right)\right]\right) \tag{8.3}
\end{equation*}
$$

where $v_{\mathrm{x}}$ and $v_{\mathrm{y}}$ are the 2D coordinates of the spatial frequency plane, $F_{\mathrm{t}}$ and $F_{t}^{-1}$ are the 2D Fourier transform in the transverse directions and the inverse transform, respectively.
Figure 8.2 shows the flowchart of the procedure for 3D position measurement of the nanoparticle, performed on a computer. First, $N$ holograms were captured at a fixed time interval $\Delta t$. The diffraction calculation of each hologram was performed on $z=z_{\mathrm{t}}+n_{\mathrm{z}} \Delta z\left(n_{\mathrm{z}}=-N_{\mathrm{z}} / 2\right.$, $-N_{\mathrm{z}} / 2+1, \ldots N_{\mathrm{z}} / 2-1$ ), where $z_{\mathrm{t}}$ was an axial position where a template image was obtained and $N_{\mathrm{Z}}$ was the number of diffraction calculations per hologram. $N_{\mathrm{Z}}=R_{\mathrm{Z}} / \Delta z$, where $R_{\mathrm{Z}}$ was a measurement axial range. This number was closely related to the total calculation time, because the diffraction calculation was the biggest computational load in the calculation. $R_{\mathrm{Z}}$ $=1.95 \mu \mathrm{~m}$, which was larger than the movement of the trapped nanoparticle in each frame, was given.


Figure 8.2 Flow chart

### 8.2.2.3 Template Matching

Template matching searches a 3D position that minimizes the sum of squared differences (SSD) between a diffraction image $I(x, y, z)$ and a template image $T\left(\xi, \zeta, z_{0}\right)$ that was previously set as the diffraction image where a nanoparticle was located at $z_{0} . I(x, y, z)$ is a diffraction image with $L \times L$ pixels, $T\left(\xi, \zeta, z_{0}\right)$ at the axial position $z_{0}$ is a template image with $M \times M$ pixels, and the SSD map is given by

$$
\begin{equation*}
\operatorname{SSD}(x, y, z)=\sum_{\zeta=0}^{M-1} \sum_{\xi=0}^{M-1}\left\{I(x+\xi \Delta x, y+\zeta \Delta y, z)-T\left(\xi \Delta x, \zeta \Delta y, z_{0}\right)\right\}^{2} \tag{8.4}
\end{equation*}
$$

The minimum $\operatorname{SSD}$ value, $S S D_{0}=\operatorname{SSD}\left(x_{\min }, y_{\min }, z_{\min }\right)$, was sought while changing $x, y$, and $z$ from $N_{\mathrm{z}}$ diffraction images of the hologram obtained at a time $t$ and the position $\left(x_{\min }, y_{\min }\right.$, $z_{\min }$ ) was obtained. The lateral search region was restricted by $\left|x_{n}-x_{n-1}\right|<p \Delta x$ and $\mid y_{n}-$ $y_{n-1} \mid<p \Delta y$, where $p=q=25$, for reducing the calculation time.

Figure 8.3(a) shows an interference image $I(x, y, z)$ (a hologram of the 200 nm polystyrene particle). The image was clipped in a $51 \times 51$ pixel area around the position of the nanoparticle. Figures 8.3(b) and 8.3(c) show the diffraction images $I(x, y, z)$ at planes $z=-689 \mathrm{~nm}$ and -1300 nm , respectively. Figure $8.3(\mathrm{~d})$ shows the template image with $11 \times 11$ pixels $T\left(\xi, \zeta, z_{0}\right)$. The position that had the minimum amplitude was selected as the position of the nanoparticle from the diffraction image of the hologram obtained at $t=0.00 \mathrm{~s}$, in this case, from Fig. 8.3(b).


Figure 8.3 (a) Hologram of a polystyrene particle with a diameter of 200 nm and (b), (c) its diffraction images at distances $z=-689$ and -1300 nm . The square indicated in the dashed lines in (b) is clipped as the template in (d)


Figure 8.4 (a) The lateral SSD map and the profile through the center line including the minimum SSD. (b) The axial SSD profile. The inset shows a magnified view around the minimum SSD

This was selected experimentally, but optimization of the selection depending on the size and shape of the target object is important for improving the axial resolution. The size of the dark spot was 309 nm full width at half maximum (FWHM), which was slightly larger than the Airy disk diameter of 219 nm at FWHM. It means that the resolution of the holographic microscope was nearly equal to the theoretical resolution limit. The dashed square indicates the area clipped as $T\left(\xi, \zeta, z_{0}\right)$ from Fig. 8.3(b).
Figure 8.4(a) shows a lateral SSD map calculated from the diffraction image on the focus plane at $t=1.17 \mathrm{~s}$ and the template image (Fig. 8.3d). It contained the point that had $\operatorname{SSD}_{0}$, and the profile indicated by a white curve was obtained on the line that included $S S D_{0}$. Figure 8.4(b) shows the axial SSD profile at the position $\left(x_{\min }, y_{\min }\right)$ and the inset shows a magnified view around $z_{\text {min }}$.

### 8.2.2 4 Three-Dimensional Sub-Pixel Estimation

The sub-pixel estimation [30] was performed using parabolic fitting in the respective three-dimensional axes (see Fig. 8.4). From the SSD obtained in the template matching, the sub-pixel position $x_{\text {sub }}$ was estimated from

$$
\begin{equation*}
x_{\text {sub }}=x_{\min }+\Delta x \frac{S S D_{-1}-S S D_{1}}{2 S S D_{-1}-4 S S D_{0}-2 S S D_{1}} . \tag{8.5}
\end{equation*}
$$

where $\operatorname{SSD}_{\mathrm{n}}=\operatorname{SSD}\left(x_{\min }+n \Delta x, y_{\min }, z_{\min }\right)$. Same calculations were performed in the $y$ and $z$ directions to obtain the sub-pixel positions $y_{\text {sub }}$ and $z_{\text {sub }}$, and the position of the nanoparticle was estimated as $\left(x_{\text {sub }}, y_{\text {sub }}, z_{\text {sub }}\right)$. The movement of the nanoparticle was measured by performing the previous procedure for all holograms. In the 2D sub-pixel estimation, the calculations in Eq. (8.5) were performed only for the $x$ and $y$ directions [29], then the axial resolution was improved by minimizing $\Delta z$. The axial sub-pixel estimation drastically decreased the value of the diffraction calculation.

### 8.3 Experimental Results of 3D Position Measurement of Nanoparticles

### 8.3.1 A 200 nm Polystyrene Particle Fixed on a Glass Substrate

The accuracy of the 3D position measurement was estimated using a 200 nm polystyrene particle fixed on glass. Figure 8.5(a) shows the temporal changes for the measured positions of the fixed particle using the 3D sub-pixel estimation with $\Delta z=13 \mathrm{~nm}$. The SDs of the temporal changes (the noise levels) for the $x, y$, and $z$ directions were $3.5,3.4$, and 3.2 nm , respectively. These were much smaller than the diffraction limit and the Rayleigh length of the microscope and were smaller than the reported SDs measured with a high-speed camera and a QPD.

The system has three species of noises: optical noise, optoelectronic noise, and mechanical noise. The optical noise is an interference noise mainly caused by pollution on the optics. This was almost constant in this system. The optoelectronic noise mainly generated on the image sensor is temporally random. The main components of the mechanical noise were low frequency components because the vibration-isolation optical table eliminated the high frequency components that come from an external source. Therefore, the high frequency fluctuation in Fig. 8.5(a) was mainly caused by the optoelectronic noise. The thick gray curve


Figure 8.5 (a) 3D position measurement of a 200 nm polystyrene particle fixed on a glass substrate. The gray curves indicate the low frequency components of the temporal traces extracted by the low-pass filter based on the FFT. (b) The high frequency components that subtracted the low frequency components from the original temporal traces of the position measurements
indicates the low frequency components less than 0.3 Hz extracted by the low-pass filtering based on the FFT. Their SDs for the $x, y$, and $z$ directions were $2.2,2.0$, and 0.4 nm , respectively. Figure $8.5(\mathrm{~b})$ shows the high frequency components that subtracted the low frequency components from the original signals. The SDs for the $x, y$, and $z$ directions were 2.3, 2.5, and 3.1 nm , respectively. The low frequency components had smaller values in the $z$-direction than in the $x$ - and $y$-directions, and the high frequency components had larger values in the $z$-direction than in $x$ - and $y$-directions.

### 8.3.2 Axial Step in 3D Sub-Pixel Estimation

To increase the axial step $\Delta z$ in the 3D sub-pixel estimation leads to a decrease in the computational cost of the diffraction calculation that is the biggest load in 3D position measurement. Figure 8.6 shows the measurement error for the axial step in the sub-pixel estimation. The filled circles indicate the results of the 3D sub-pixel estimation. For comparison, the results of the 2D sub-pixel estimation without the axial sub-pixel estimation are indicated by the open circles. The circles on the solid curves indicate the SDs of the measured axial position, described as

$$
\begin{equation*}
S D_{z}=\sqrt{\frac{1}{N} \sum_{n=1}^{N}\left(z_{\text {sub }}(n)-\overline{z_{\text {sub }}}\right)^{2}} \tag{8.6}
\end{equation*}
$$

where $\overline{z_{\text {sub }}}$ is the mean value of $z_{\text {sub }}(n)$. This well-known equation is noted here for easily understanding comparison with the next equation. For 2D sub-pixel estimation, $z_{\min }(n)$ and $\overline{z_{\text {min }}}$ were used instead of $z_{\text {sub }}(n)$ and $\overline{z_{\text {sub }}}$ in the calculations.


Figure 8.6 $S D_{\mathrm{z}}$ and $R M S E_{\mathrm{z}}$ of the position measurements of the fixed particle for $\Delta z$. The open and the filled circles indicate the 2D and 3D sub-pixel estimations, respectively. The solid and dashed curves indicate $S D_{\mathrm{z}}$ and $R M S E_{\mathrm{z}}$, respectively

The circles on the dashed curves indicate the root mean square error (RMSE) of the measured axial position $\left.z_{\min }(n)\right|_{\Delta z=0.13 \mathrm{~nm}}$, which is the most probable value of the true position when the minimum $\Delta z=0.13 \mathrm{~nm}$ was given and the 2D sub-pixel estimation was performed, given by

$$
\begin{equation*}
R M S E_{z}=\sqrt{\frac{1}{N} \sum_{n=1}^{N}\left(z_{\text {sub }}(n)-\left.z_{\min }(n)\right|_{\Delta z=0.13 \mathrm{~nm}}\right)^{2}} \tag{8.7}
\end{equation*}
$$

Similarly, $z_{\min }(n)$ was used instead of $z_{\text {sub }}(n)$ for 2D sub-pixel estimation.
First, the results of the 2D and 3D sub-pixel estimations were compared. The 3D sub-pixel estimation had smaller errors than the 2D sub-pixel estimation for any $\Delta z$. When $\Delta z<\sim 40 \mathrm{~nm}$, $S D_{\mathrm{z}}$ of the 3D sub-pixel estimation reached the lower limit of $\sim 3 \mathrm{~nm} . S D_{\mathrm{z}}$ represented the system resolution, which was determined by the SNR of the interference fringes, the SNR of image sensor noise, and mechanical stability of the optical system, as described before.
$R M S E_{\mathrm{z}}$ was free from the optical, optoelectronic, and mechanical noises, which determined the system resolution. $R M S E_{\mathrm{z}}$ depended only on the axial step $\Delta z$ in the diffraction calculation; therefore, it decreased with a smaller $\Delta z$, which got near to the sufficiently small value of 0.13 in this study. In the 2D sub-pixel estimation, $R M S E_{\mathrm{z}}$ had a linear dependence for $\Delta z$ because it was caused by quantization error. In the 3D sub-pixel estimation, a quadratic dependence was observed when $\Delta z<10 \mathrm{~nm}$ because parabola fitting was used, and the axial profile of SSD was sufficiently fitted with the parabola function. When $\Delta z>30 \mathrm{~nm}, R M S E_{\mathrm{z}}$ showed a complex curve because the axial profile of SSD was different from the parabola function (see Fig. 8.4b) and the dependencies departed from the parabola function with increasing $\Delta z$.

### 8.3.3 Brownian Motion of a 200 nm Polystyrene Particle Held in Optical Tweezers

Figure 8.7 (Plate 14) shows the 3D positions of a 200 nm polystyrene particle exhibiting Brownian motion in the trapping volume of the optical tweezers. The traveling direction of the laser beam was from the bottom to the top of the graph and the gravity direction was the reverse. The holograms were recorded at 8.6 fps . The laser intensities were $I=4.4,5.6$, and $14.8 \mathrm{MW} / \mathrm{cm}^{2}$, respectively. With the increase of laser intensity, the Brownian motion was reduced. Figure 8.8 shows the change in Brownian motion in response to changing the trapping laser power. The Brownian motion of the 200 nm particle changed drastically when $I<14.8 \mathrm{MW} / \mathrm{cm}^{2}$. When $I<4.4 \mathrm{MW} / \mathrm{cm}^{2}$, the Brownian motion was too strenuous and the particle was trapped for only a few seconds. When $I>18.7 \mathrm{MW} / \mathrm{cm}^{2}$, the particle showed movement of less than two times greater than the noise level: that is, almost motionless. Similarly, the Brownian motion of a 500 nm particle became large when $I<0.15 \mathrm{MW} / \mathrm{cm}^{2}$, and was almost completely motionless when $I>0.97 \mathrm{MW} / \mathrm{cm}^{2}$. Here, we define the threshold power of the optical trapping as the smallest $I$ where a particle was trapped over a long time. The threshold intensities for the 200 and 500 nm polystyrene particles were 4.4 and $0.53 \mathrm{MW} / \mathrm{cm}^{2}$, respectively. This method is very useful for determining the threshold intensity of optical trapping and the 3D directional property.


Figure 8.7 (Plate 14) Movement of a 200 nm polystyrene particle in the trapping volume at different intensities: (blue) $4.4 \mathrm{MW} / \mathrm{cm}^{2}$, (black) $5.6 \mathrm{MW} / \mathrm{cm}^{2}$, and (red) $14.8 \mathrm{MW} / \mathrm{cm}^{2}$. See plate section for the color version


Figure 8.8 Change in Brownian motion with a change of the trapping laser intensity. The particles' diameters are 200 and 500 nm . The filled and open circles indicate the SDs of the lateral and axial movements, respectively

### 8.3.4 Brownian Motion of a 60 nm Gold Nanoparticle Held in Optical Tweezers

Figure 8.9 shows the measured 3D position of the optically trapped gold nanoparticle with a diameter of 60 nm . The detectable axial range roughly estimated from the 3D movement of gold nanoparticle was 1200 nm (from +900 to -300 nm from the trapping point) (see Fig. 8.10 (Plate 15)). When the laser intensity was $5.6 \mathrm{MW} / \mathrm{cm}^{2}$ (Fig. 8.9a), the gold nanoparticle moved drastically according to the Brownian motion, especially in the axial direction because the axial force was lower than the lateral force. The axial movement was bigger toward the beam direction and the gold nanoparticle sometimes went off from the laser focus region to the axial upper direction (the beam direction) beyond the axial detectable region. The behavior was


Figure 8.9 Three-dimensional position of a 60 nm gold nanoparticle trapped in optical tweezers with intensity of (a) $I=5.6 \mathrm{MW} / \mathrm{cm}^{2}$, (b) $16.3 \mathrm{MW} / \mathrm{cm}^{2}$, and (c) $46.6 \mathrm{MW} / \mathrm{cm}^{2}$


Figure 8.10 (Plate 15) Three-dimensional display of the gold nanoparticle movements. See plate section for the color version
different from that of a 200 nm polystyrene particle. It is dependent on the balance between the scattering force and the gradient force. The gradient force for a gold nanoparticle is much smaller than the scattering force. With an increase in laser intensity (Figs. 8.9b and 8.9c), the movement was reduced. When the laser intensity was $46.6 \mathrm{MW} / \mathrm{cm}^{2}$, the gold nanoparticle was almost fixed and the lateral and axial variations were 6.1 and 7.1 nm , respectively. The spatial resolutions were a little lower than those of a 200 nm polystyrene particle.
Figure 8.11 shows the Brownian motion in response to changing the trapping laser intensity. The motion of the gold nanoparticle became bigger with the intensity smaller


Figure 8.11 Brownian motion of a 60 nm gold nanoparticle dependent on the trapping laser intensity
than $I<20 \mathrm{MW} / \mathrm{cm}^{2}$. When $I=5.6 \mathrm{MW} / \mathrm{cm}^{2}$, the change was too strenuous, and the gold nanoparticle went off sometimes and returned back to the trapping region. When $I<$ $5.6 \mathrm{MW} / \mathrm{cm}^{2}$, the gold nanoparticle went off for a long time and did not return. Here, we define the threshold intensity of the optical trapping of a 60 nm gold nanoparticle under this laser focusing conditions as the smallest $I$ where a particle was trapped over a long time period. When $I>30 \mathrm{MW} / \mathrm{cm}^{2}$, the gold nanoparticle was almost completely motionless. The SDs of the measurement variations along the lateral and axial directions were 6.3 and 7.1 nm , respectively. When $I<20 \mathrm{MW} / \mathrm{cm}^{2}$, the larger variation for smaller nanoparticle depended on the Brownian motion. When $I>20 \mathrm{MW} / \mathrm{cm}^{2}$, the Brownian motion was suppressed and the random signals were caused only by noises in the measurement system.

### 8.4 Twilight Field Technique for Holographic Position Detection of Nanoparticles

### 8.4.1 Twilight Field Optical Microscope

When a nanoparticle of a much smaller size is used as a target, the quality of interference fringes is greatly decreased because of the ultra-weak scattered light intensity, and as a result, the accuracy of 3D measurement is decreased. A method for obtaining interference fringes, with higher signal-to-noise ratios (SNR) of amplitude in the 3D position measurement of a nanoparticle by using an in-line digital holographic microscope, is described in this section. The key component in the method is a low-frequency attenuation filter (LFAF) that only reduces the intensity of the reference light, which is non-scattered straight-through light, close to the intensity of the object light from one of the nanoparticles. When the LFAF has a transmittance of 1 , the digital holographic microscope works as an ordinary bright field; conversely when the LFAF has a transmittance close to 0 , it works like a dark field microscope. This method uses the intermediate transmittance, that is, the intermediate between bright field and dark field. Therefore, the proposed system is called a twilight field optical microscope [59].

When a nanoparticle with a radius $r$ and a refractive index $n_{1}$ surrounded by a solution with a refractive index $n_{0}$ is in an in-line DHM, the angular distribution of the scattered light intensity at a distance $d$ with respect to incident light intensity $I_{i n c}$ with wave-number $k$ is given by the well-known Rayleigh scattering theory:

$$
\begin{equation*}
I_{s c a}(\theta, d)=\frac{k^{4} r^{6}}{d^{2}}\left(\frac{m^{2}-1}{m^{2}+1}\right)\left(\frac{1+\cos ^{2} \theta}{2}\right) I_{i n c}=\alpha(\theta, d) I_{i n c} \tag{8.8}
\end{equation*}
$$

where $m=n_{l} / n_{0}$ and $\alpha$ is a scattering coefficient depending on the angle $\theta$ and the distance $d$. This equation shows that $I_{\text {sca }}$ decreases with the sixth power of $r$. The interference signal $I$ between the scattered light and the straight-through reference light $I_{r e f}$ is described as

$$
\begin{equation*}
I=I_{r e f}+I_{s c a}+2 \sqrt{I_{r e f} I_{s c a}} \cos (\theta)+N \tag{8.9}
\end{equation*}
$$

where $\theta$ is a phase, $N$ represents a magnitude of optical and optoelectronic noises. From Eq. (8.8), for a nanoparticle $I_{s c a} \ll I_{i n c}$ : So $I_{r e f} \approx I_{i n c}$. SNR of the fringes, which is defined as the fringe amplitude $2\left(I_{\text {ref }} I_{\text {sca }}\right)^{1 / 2}$ divided by $N$, is given by

$$
\begin{equation*}
S N R=\frac{2 \sqrt{I_{r e f} I_{s c a}}}{N} \approx \frac{2 I_{\text {inc }} \sqrt{\alpha}}{N} \approx \frac{2 I_{\text {ref }} \sqrt{\alpha}}{N} . \tag{8.10}
\end{equation*}
$$

From Eq. (8.10), it can be seen that the $S N R$ can be increased by decreasing $N$ and increasing $\alpha . N$ can be decreased by using an image sensor with small noise and by reducing undesired interference (speckle noise). $\alpha$ can be increased by using a light source with a large wave-number. Once these improvements have been realized for a certain application, the $S N R$ can be increased only by increasing $I_{\text {inc }}$. However, the increase of $I_{\text {inc }}$ is limited by the maximum detectable value of the image sensor, denoted as $I_{\max }$. Consequently, the $S N R$ has an upper limit according to the nanoparticle's physical properties, after selecting the system components.
Now it is assumed that $I_{r e f}$ at the plane after light scattering from the nanoparticle is decreased by the LFAF with a transmittance of $T_{\mathrm{R}}$, and $I_{\text {inc }}$ is increased by a factor of $g(>1)$. The interference signal is

$$
\begin{equation*}
I=g T_{\mathrm{R}} I_{r e f}+g I_{s c a}+2 g \sqrt{T_{\mathrm{R}} I_{r e f} I_{s c a}} \cos (\theta)+N . \tag{8.11}
\end{equation*}
$$

If $T_{\mathrm{R}} I_{\text {ref }} \gg I_{\text {sca }}$ and $g$ is regulated to satisfy the condition $g T_{\mathrm{R}}=1$, technically speaking, the condition $I<I_{\max }$ is always satisfied, the optical noise, which is directly proportional to the intensity of the light falling onto the image sensor is retained, and so the $S N R$ increases in proportion to $T_{\mathrm{R}}{ }^{-1 / 2}$, as indicated in Eq. (8.12). This equation shows that it is possible to obtain an arbitrary value of the $S N R$ by using an LFAF with appropriate design, that is, with an appropriate $T_{\mathrm{R}}$, as described by:

$$
\begin{equation*}
S N R \approx \frac{2 I_{i n c} \sqrt{\alpha / T_{R}}}{N} . \tag{8.12}
\end{equation*}
$$

From this equation, the highest $S N R$ is obtained under $\alpha=T_{\mathrm{R}}$, however, then a very strong light source satisfying $g T_{\mathrm{R}}=1$ is required. In practice, $T_{\mathrm{R}}$ uses the full dynamic range of the image sensor with dependence on the light source intensity and an acceptable intensity to the sample.

### 8.4.2 Low-Coherence, In-Line Digital Holographic Microscope with the LFAF

A low-coherence, in-line digital holographic microscope with the LFAF is shown in Fig. 8.12. The light source was an optical fiber coupled with a light emitting diode (LED), a center wavelength of 450 nm , and a spectral width of 25 nm . The light was focused near the sample to obtain strong illumination. The sample was a 100 nm -diameter polystyrene particle in water, sandwiched by a slide glass and a cover glass. The light scattered from the nanoparticle and the non-scattered reference light was magnified by a $60 \times$ objective lens ( 1.25 NA ) and lenses


Figure 8.12 In-line digital holographic microscope with LFAF
through the LFAF. The LFAF had a simple structure, made of a thin transparent film with a semi-transparent circle of a 1 mm diameter. The interference fringes were detected by an electron-multiplying CCD (EMCCD) image sensor (DU-888, Andor) with a low noise and a frame interval of 29.6 ms . The captured interference images were reconstructed based on the angular spectrum method on a computer. The axial magnification $M_{\mathrm{a}}$ was $M_{\mathrm{a}}=5.1 \times 10^{3}$. The diffraction image was calculated according to the propagation distance $z$, which was scanned in the maximum movement range of the nanoparticle at intervals of $\Delta z=0.1 \mathrm{~nm}$. Image processing was performed, including the pattern matching and the subpixel display, but only in the transverse directions, and was almost same as the method described in Section 8.2.2.

### 8.4.3 Improvement of Interference Fringes of a 100 nm Polystyrene Nanoparticle

Figure 8.13 shows the interference fringes of a 100 nm polystyrene nanoparticle fixed on the substrate glass, located at a position of $z=1.5 \mu \mathrm{~m}$ from the focal plane of the objective lens and captured (a) without the $\operatorname{LFAF}\left(T_{\mathrm{R}}=1.0\right.$ ), (b) with the $\operatorname{LFAF}\left(T_{\mathrm{R}}=0.19\right)$, and (c) with the LFAF ( $T_{\mathrm{R}}=0.08$ ). These images show the increase in contrast of the interference fringes with the use of the denser LFAF. In the experiment, a standard environmental noise deviation of 10 counts/s was measured when the light source was blocked. The incident light intensity on the CCD image sensor was adjusted to an average intensity of $4.0 \times 10^{3}$ counts $/ \mathrm{s}$, and it was kept the same during the experiment in both cases, with and without the LFAF.
Figure 8.14(a) shows $S N R$ of the fringes as a function of $T_{\mathrm{R}}{ }^{-1 / 2}$. The filled and open circles indicate the results when the nanoparticle positions were $z=1.5$ and $3.0 \mu \mathrm{~m}$ from the focal plane, respectively. The contrast of the interference fringes was calculated from the maximum and minimum intensities of the circular fringes, which were respectively measured from the center dark spot and the surrounding bright ring in the diffraction image of the hologram. SNR was improved by using the LFAF and increasing $I_{\text {inc }}$. As theoretically expected from Eq. (8.11), SNR was proportional to $T_{\mathrm{R}}{ }^{-1 / 2}$ because of $\alpha / T_{\mathrm{R}} \ll 1$ in this experiment. The 3D positions of a 100 nm particle were obtained from 100 holograms, and the standard deviations $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ along the $x, y$, and $z$ directions were calculated to evaluate the accuracy of the measurement. Figures 8.14(b) and 8.14(c) show $\sigma_{y}$ and $\sigma_{z}$ as functions of $T_{\mathrm{R}}{ }^{-1 / 2}$, respectively. Here, $\sigma_{x}$ is not shown because it was similar to $\sigma_{y}$. The improvement in $S N R$ that was realized by using the dense LFAF increased the accuracy of the 3D position measurement of the nanoparticle.


Figure 8.13 Holographic images of nanoparticle captured (a) without the LFAF ( $T_{\mathrm{R}}=1.0$ ), (b) with the LFAF ( $T_{\mathrm{R}}=0.19$ ), and (c) with the LFAF ( $T_{\mathrm{R}}=0.08$ )


Figure 8.14 (a) $S N R$ as a function of $T_{\mathrm{R}}{ }^{-1 / 2}$ under constant reference light intensity. Standard deviations along the (b) $y$ - and (c) $z$-directions as a function of $T_{\mathrm{R}}{ }^{-1 / 2}$. The filled and open circles indicate the results when the nanoparticle positions were $z=1.5$ and $3.0 \mu \mathrm{~m}$ from the focal plane, respectively

### 8.5 Conclusion

This chapter described a position measurement of an optically-trapped nanoparticle using a low-coherence, in-line digital holographic microscope, with the pattern matching method based on the SSD estimation and the 3D sub-pixel estimation of the SSD map. The optical setup, the image processing procedure, and sample preparation were described. The behaviors of the trapped nanoparticle and the spatial resolution of the microscope were demonstrated.
The 3D position measurement of a 200 nm polystyrene particle held by optical tweezers in water was demonstrated. The optical tweezers performed the 3D positioning of the 200 nm polystyrene particle in a volume smaller than $\sim 3 \mathrm{~nm}$ in SD, which corresponded to the noise level; that is, the spatial resolution of the holographic microscope. The lateral and
axial resolutions were obtained from the position measurements of a 200 nm polystyrene particle fixed on the glass substrate. They were much smaller than the diffraction limit and the Rayleigh length of the microscope, respectively. The movement of the 200 nm polystyrene particle trapped by the optical tweezers in water was measured. When $I>18.7 \mathrm{MW} / \mathrm{cm}^{2}$, the particle had the movement of less than two times larger than the noise level; that is, almost motionless. The movement was compared with that of the 500 nm polystyrene particle. The results revealed that the threshold laser intensity for trapping the 200 and 500 nm particles were 4.4 and $0.53 \mathrm{MW} / \mathrm{cm}^{2}$, respectively.
The 3D position of a 60 nm gold particle held by optical tweezers in water was also measured. The threshold trapping intensity was $I=5.6 \mathrm{MW} / \mathrm{cm}^{2}$ and the gold nanoparticle was almost fixed with $I>30 \mathrm{MW} / \mathrm{cm}^{2}$. From the comparison of movements between a gold nanoparticle fixed on a glass substrate and fixed by optical tweezers with a sufficient optical trapping laser intensity, we analyzed the three kinds of noise; optical, optoelectronic, and mechanical.
This holographic method was a very powerful tool for detailed study of the threshold of optical trapping, especially the ability of 3D measurements to measure a directional property. The threshold intensity depends on not only the particle's property but also a relationship between a particle and its surroundings. The further study of the threshold will be very interesting. This system will be useful for 3D mechanical measurement using optically trapped nanoparticles in fluid and biological systems.
Toward the observation of a smaller particle using an in-line digital holographic microscope, the twilight field method based on increased illumination and use of a light attenuation filter at a low spatial frequency was developed. The method can overcome the limitations in conventional holographic measurement of nanoparticles. The method improved the quality of the interference fringes and the accuracy of 3D position measurement of a nanoparticle.
Finally, in this section, an optical tweezers method for positioning a nanoparticle, an in-line digital holographic microscope with some image processing methods for measuring a nanoparticle's position, and a method for obtaining higher quality interference fringes of a nanoparticle were proposed. Consequently, these useful methods could well be required for improvements in advanced microscopy. Nanoparticle technology is very promising for a variety of scientific and engineering fields in future, and 3D position measurement of nanoparticles will be very effective for them.
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