
9
Digital Holographic Microscopy:
A New Imaging Technique to
Quantitatively Explore Cell
Dynamics with Nanometer
Sensitivity

Pierre Marquet1,2 and Christian Depeursinge3

1Centre de Neurosciences Psychiatriques, Centre Hospitalier Universitaire Vaudois,
Département de Psychiatrie, Switzerland
2Brain Mind Institute, Institute of Microengineering, École Polytechnique Fédérale de
Lausanne, Switzerland
3Institute of Microengineering, École Polytechnique Fédérale de Lausanne, Switzerland

9.1 Chapter Overview

In the first part of this chapter, we summarize how the new concept of digital optics, applied
to the field of holographic microscopy, has allowed the development of a reliable and flexi-
ble digital holographic quantitative phase microscopy (DH-QPM) technique at the nanoscale,
particularly suitable for cell imaging. In the second part, particular emphasis is placed on the
original biological information provided by the quantitative phase signal. We present the most
relevant DH-QPM applications in the field of cell biology, including automated cell counts,
recognition, classification, three-dimensional tracking, and discrimination between physio-
logical and pathophysiological states. In addition, we present how the phase signal can be
used to specifically calculate some important biophysical cell parameters including dry mass,
protein content and production, membrane fluctuations at the nanoscale, absolute volume,
transmembrane water permeability, and how these different biophysical parameters can be
used to perform a non-invasive multiple-site optical recording of neuronal activity.

Multi-dimensional Imaging, First Edition. Edited by Bahram Javidi, Enrique Tajahuerce and Pedro Andrés.
© 2014 John Wiley & Sons, Ltd. Published 2014 by John Wiley & Sons, Ltd.



198 Multi-dimensional Imaging

9.2 Introduction

Historically, optical microscopy has been one of the most productive scientific instruments in
technology and medicine. Cells and micro-organisms were identified for the first time in the
nineteenth century. These observations can be considered the beginning of developments in
modern biology and medicine. On the other hand, some limitations of optical microscopy soon
appeared due in particular to the lack of resolution formulated by the well-known Abbe’s law,
as well as the lack of quantitative information due to the analogical nature of conventional
optical microscopes.

Overcoming these limitations is particularly crucial in the field of cell biology, in which to be
able to quantitatively appreciate cell structure and dynamics in ever-increasing detail is essen-
tial to elucidate the mechanisms underlying physiological or pathological cell processes. In
addition, considering that most biological cells differ only slightly from their surroundings in
terms of optical properties (including absorbance, reflectance etc.) obtaining a high resolution
and quantitative visualization of cell structure and dynamics remains a difficult challenge.

Consequently, several modes of contrast generation have been developed to overcome these
limitations. Among the many contrast-generating modes, those based on wavefront phase
information, representing an intrinsic contrast of transparent specimens, have demonstrated
their relevance for noninvasive visualization of cell structure, in particular the Zernicke’s inven-
tion of phase contrast (PhC) in the mid-twentieth century [1]. Currently, PhC, as well as
Normarski’s differential interference contrast (DIC), are widely used contrast-generating tech-
niques available for high-resolution light microscopy. In contrast to fluorescence techniques,
PhC and DIC allow the visualization of transparent specimens, making visible, in particular,
the fine subcellular structural organization without using any staining contrast agent. Basi-
cally, these two noninvasive contrast-generating techniques, PhC and DIC, result from their
capacity to transform, in detectable modulation intensity, the minute relative phase shift that a
transparent microscopic object, differing from the surroundings only by a slight difference of
refractive index, induces between the transmitted wave light and the undeviated background
wave (PhC) and between two orthogonally polarized transmitted waves (DIC). However, PhC
and DIC do not allow the direct and quantitative measurement of phase shift or optical path
length. Consequently, DIC or PhC signal variations are only qualitative and remain difficult to
interpret in terms of quantitative modification of specific biophysical cell parameters.

In contrast, interference microscopy has the capacity to provide a direct measurement of
the optical path length based on interference between the light waves passing the specimen,
called the object wave, and reference wave. Although quantitative phase measurements with
interference microscopy applied to cell imaging were already known in the 1950s, since the
seminal work of Barer [2] only a few attempts have been reported to dynamically image live
cells in biology [3]. Indeed phase shifts are very sensitive to experimental artifacts, including
lens defects, and noise originating from vibrations or thermal drift. Temporal phase shifting
interferometry therefore requires demanding and costly opto-mechanical designs preventing
wider applications in biology.

In parallel, holography techniques were developed by Gabor in 1948 [4] who demonstrated
its lensless imaging capabilities thanks to the reconstruction of an exact replica of the full
wavefront (amplitude and phase) emanating from the observed specimen (object wave). Due
to costly opto-mechanical designs and the non-availability of long coherence sources in optics,
few applications were developed at that time.
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Among the many contrast-generating mode, fluorescence microscopy in a confocal config-
uration (confocal fluorescent lasers canning microscopy, CLSM) and its extension to multi-
photon fluorescent excitation for a few decades has been a powerful and widely used cellular
imaging technique in biology [5,6].

Nowadays, the chance to bring quantitative and specific data in optical microscopy on one
hand, and to reach the nanometer scale on the other, appears more and more clearly to be an
incentive to invent and develop new concepts in optical microscopy. Most of them call for
the new means offered by informatics and algorithmics. Indeed, optical data are now increas-
ingly easily and rapidly processed, bringing an important push to new applications, improved
performance, and reproducibility of scientific results. Practically, the development of quan-
titative microscopy helps much in extracting meaningful data from images. More generally,
the quantitative evaluation of an increasing number of parameters extracted from microscopic
images including phase, fluorescence, or nonlinear images such as second (SHD) [7] and third
harmonics (THD), or even Coherent Anti-Stokes Raman Scattering (CARS) [8], are at the
basis of a new field of investigation, sometime called bio-image informatics. A clear trend
towards super-resolution microscopy is another strand in the revival of optical microscopy
[9]. It is the fruit of better knowledge about the physical principles underlying microscopy.
The use of coherence properties of light waves has, henceforth, altogether permitted break-
ing the diffraction limit and providing a full 3D image of microscopic or nanometric objects.
Super-resolution is a commonly accepted term to designate in optical microscopy allowing the
imaging of objects beyond the diffraction limit (defined by Abbe’s law).

Practically, interferences created by partially coherent waves allow structuring of light
beams: fringes are generated for SIM (Structured Illumination Microscopy) whereas a
combination of focal spots is used for STED (STimulated Emission Depletion microscopy)
and GSD (Ground State Depletion microscopy). These beam structuring techniques are used
to enlarge the bandpass of the image beyond the bandpass of the microscope objective itself.
These new super-resolution are all based on fluorescence imaging of natural or selected
fluorophores. Most of them (except SIM) exploit the nonlinear response of fluorescent
dyes or proteins to extend further the spectral domain of the images, thereby permitting the
achievement of super-resolved images.

The use of statistical treatment of optical signals is a complimentary approach to improve the
localization of single fluorescent molecules and thereby push the resolution beyond the diffrac-
tion limit [10]. Palm, Storm, and derived methods are examples of that approach. Resulting
from fluorescent tag availability, these methods are priceless in biology. However, they do not
provide any information about the dielectric properties of specimens, which also give access
to important biophysical parameters. Practically, these dielectric properties can be efficiently
detected using new digital interferometric and/or holographic approaches.

Indeed, in the field of holography and interferometry, scientific advances lowering the cost
of lasers and data acquisition equipment, as well as the development of computing facili-
ties, the large spread of PCs and digital signal processors, have completely changed perspec-
tives. Practically, this led to the development of various quantitative phase microscopy (QPM)
approaches related to holography [11–41], interferometry [42–78] being considerably simpler
to implement than classical interference microscopy, while providing a reliable and quantita-
tive phase mapping of the observed specimen. It may be noted that QPM techniques based on
other approaches, including transport-intensity equations [79,80], quadriwave lateral shearing
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interferometer [81] or phase-retrieval algorithmic [82–85], have also been developed. Finally,
we note some attempts to use DIC and PhC as quantitative imaging techniques [86–92].

In the first part of this chapter, we present the principle of classical holography as well as the
current state-of-the-art in digital holography microscopy. Emphasis is given to the key bene-
fits provided by digital means to develop a reliable and flexible quantitative phase microscopy
technique with a nanometric axial sensitivity. In a second part, the most relevant applications
in the field of cell biology provided by digital holographic quantitative phase microscopy
(DH-QPM) are presented. Particular attention is paid to how specific biophysical cell parame-
ters can be determined from the quantitative phase signal and how such parameters can be used
to address important biological questions, including the optical monitoring of neuronal activity.

9.3 Holographic Techniques

9.3.1 Classical Holography

Holography techniques were developed by Gabor in 1948 with the aim of improving the detec-
tion of spatial resolution in the X-ray wavelength by exploiting its lensless imaging capabilities
[93]. This resulted in the possibility of generating, during the illumination of the recorded
hologram (reconstruction process), an exact replica with a specific magnification of the full
object wavefront created by the observed specimen [94,95]. However, as already identified
by Gabor, the imaging possibilities of holography are greatly reduced in quality owing to the
presence of different diffraction orders in the propagation of the diffracted wavefront by the
hologram when illuminated during the reconstruction process. This was resolved by Leith
and Upatneik, who proposed the use of a reference wave from a slightly different propaga-
tion direction than the object wave [96,97]. This method, referred to as off-axis geometry, has
been analyzed from a computational point of view [98] with a formalism based on diffraction,
and was the first to use quantitative phase measurements [99]. Practically, the first develop-
ments in off-axis configuration were performed through a common-path configuration due to
the coherence limitation of the light sources. Moreover, the emergence of laser light sources,
enabling very long coherence lengths with high power, takes advantage of the versatility of
“interferometric configuration”. Note that short coherence length sources have been investi-
gated recently in various cases [73,100,101]. Shorter coherence lengths have the capability to
improve the lateral resolution as well as to decrease the coherence noise, which could limit
the quality of the reconstructed image, particularly the phase sensitivity. However, these low
coherence implementations require more complicated arrangements where the coherence zone
(in both spatial and temporal domains) must be adapted to ensure optimal interference [102].

9.3.2 From Classical to Digital Holography

The use of digital means in holography gradually occurred at the end of the 1960s when Good-
man used a vidicon detector to encode a hologram, which could be reconstructed on a computer
[103]. However, the interest in digital holography rose with the availability of cheaper digital
detectors and charge-coupled device (CCD) cameras. The use of CCD cameras for holographic
applications was validated in the mid-1990s in the case of reflection macroscopic holograms
[104], and microscopic holograms in endoscopic applications [105]. Another approach to
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hologram reconstruction was developed by taking advantages of the capability of digital detec-
tors to rapidly record multiple frames, through the use of a phase-shifting technique [14] as
developed first for interferometry [106,107]. Up to this point, holography was essentially con-
sidered an imaging technique, enabling the possibility of lensless imaging or the capability of
focusing images recorded out of focus through the recovery of the full wavefront. The digital
treatment, contrary to the classical approach, considered the wavefront to be a combination
of amplitude and phase, which led to the development of quantitative phase imaging through
holography [13].

9.3.3 Digital Holography Methods

The two main approaches to recovering the object wave are namely temporal decoding, that
is, phase shifting, and spatial decoding, that is, off-axis methods. Phase shifting reconstruc-
tion methods are based on the combination of several frames, which enables the suppression
of the zero order and one of the cross terms through temporal sampling [108,109]. The most
well-known phase-shifting algorithm, proposed by Yamaguchi [14], is based on the record-
ing of four frames separated by a phase shift of a quarter of a wavelength. Various com-
binations of frames derived from interferometry have been considered [107,108] and many
different approaches have been developed to produce the phase shift, including high preci-
sion piezo-electric transducers that move a mirror in the reference wave, or acousto-optics
modulators using the light frequency shift, and so on. One of the main issues in the phase shift-
ing method is the requirement of several frames for reconstruction in interferometric setups,
which are commonly very sensitive to vibrations, so it could be difficult to ensure stable phase
shifts and an invariant sample state during acquisition. In addition, the requirements on the
accuracy of the phase-shifts are rather high with regard to displacements in the magnitude of
hundreds of nanometers, implying the use of high-precision transducers. Consequently, several
attempts were made to either reduce the required number of frames for reconstruction, which
led to two-frame reconstruction [110,111], or to enable the recoding of the various phase shift
frames simultaneously by employing, for example, multiplexing methods [112]. On the other
hand, more refined algorithms were developed in order to loosen the accuracy requirements of
phase shift methods [113–115].

The second main approach to recovering the object wave is based on an off-axis config-
uration, so that the different diffraction terms encoded in the hologram (zero-order wave,
real image, and virtual image) propagate in different directions, enabling their separation for
reconstruction. This configuration was the one employed for the first demonstration of a fully
numerical recording and reconstruction holography [105,116].

In practice, reconstruction methods based on off-axis configuration usually rely on Fourier
methods to filter one of the diffraction terms. This concept was first proposed by Takeda et al.
[117] in the context of interferometric topography. The method was later extended for smooth
topographic measurements for phase recovery [118], and generalized for use in digital holo-
graphic microscopy with amplitude and phase recovery [13]. As discussed in the following
paragraph, the main characteristic of this approach is its capability of recovering the complex
object wave through only one acquisition, thus greatly reducing the influence of vibrations.
However, as the diffraction terms are spatially encoded in the hologram, this one-shot capa-
bility potentially comes at the cost of usable bandwidth. In addition, frequency modulation,
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induced by the angle between the reference and the object wave, has to guarantee the sep-
arability of the information contained in the different diffraction terms that are encoded in
the hologram, while carrying a frequency compatible with the sampling capacity of digi-
tal detectors.

9.3.4 Digital Holographic Microscopy

9.3.4.1 State-of-the-Art

The applications of digital holography to microscopy are characterized by the fact that the
wavefront diffracted by the microscopic specimen is acquired and reconstructed in a numer-
ical form. The innovative aspects of digital holographic microscopy reside in the fact that
there is no need for focusing before image acquisition. Compared to the acquisition of the
formed image, hologram acquisition with a digital camera appears more flexible and “infor-
mation rich”. The result of this holographic approach is a new microscope that we have called
the Digital Holographic Microscope (DHM) [13,119]. It comprises a microscope objective
to adapt the sampling capacity of the camera to the information content of the hologram,
enabling reconstruction of the complex 3D wavefront scattered by the microscopic specimen
(see Fig. 9.1b later). DHM delivers the data describing the complex wavefront that can be
extracted directly from the digitalized hologram. This set of complex numbers is then prop-
agated to the image plane of the specimen, thereby restoring the true magnified image of the
object. The complex data provided by the numerical reconstruction of the wavefront opens the
way to the possibility of fully simulating light wave propagation and conditioning by numerical
methods, correcting aberrations, and distortions, thereby avoiding the complexity of an optical
setup to achieve the necessary beam manipulations [120–123]. In many ways, the introduc-
tion of numerical procedures to mimic complex optical systems represents a breakthrough in
modern optics [124]. This modality allows for subsequent reconstruction and focusing of the
intensity or quantitative phase image. Practically, the propagated wavefront delivers the distri-
bution of the image in depth and therefore allows for extension of the depth of focus without
resorting to complex optical realizations [125]. Moreover the high-sensitivity phase measure-
ment provided by the reconstructed wavefront, resulting from an interferometric detection,
permits the evaluation of optical path lengths with ultrahigh resolution, in practice down to
the subnanometer scale, depending on wavelength and other parameters that include the inte-
gration time. Such a wavefront reconstruction can be achieved in real time with a personal
computer, the hologram being recorded with a digital camera.

Optical Set-up: A digital holographic microscope [126] consists of both an optical setup
devoted to hologram formation and software specially developed to process numerically the
digitized hologram. The hologram results from the interference of the object beam with a ref-
erence wave that can be kept separate from the object beam. The reference beam is controllable
both in intensity and polarization in order to optimize the contrast and signal. The goal is to
estimate precisely the propagated wavefront corresponding to either the virtual or real image
of the specimen magnified by the microscope objective. Computing the wavefront at various
positions along the beam by progressively increasing the reconstruction distance will yield the
three-dimensional distribution of the wavefront. Different optical setups have been proposed to
perform microscopy with holography [127–129]. We have given preference to optical setups
making use of a microscope objective offering the largest numerical apertures [13]. Typical
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Figure 9.1 Optical setup: (a) for transmission DHM, (b) role of the microscope objective (MO): Mag-
nifying the image of the specimen so that the hologram can be sampled by an electronic camera according
to Shannon’s rules. O: object beam, R: reference beam, BS: Beam splitter, PBS: polarizing beam splitter,
M: Mirrors, CCD: camera, MO: Microscope objective, NF: neutral filter; 𝜆/2: half wave plate, FL: field
lens; S: specimen; C: specimen chamber. Insets: details showing off-axis geometry at the incidence on
the CCD. Source: Marquet, P., Depeursinge, C., Magistretti, P.J., 2013, Neural cell dynamics explored
with digital holographic microscopy, Annual Review of Biomedical Engineering, (15), 407–431

arrangements developed and used by us for exploring cell structure and dynamics is depicted
in Fig. 9.1(a): DHM allows the recording of a digital hologram corresponding to the wave
scattered by the specimen in a transmission configuration by means of a standard CCD (or
CMOS) camera inserted at the exit of a Mach–Zehnder interferometer.

Other configurations are possible, depending on the targeted application, but will not be
reviewed in detail here. An important issue is the need for a reference beam, which should
be controllable both in intensity and polarization. Contrast and signal could be accordingly
improved. The holographic principle also permits other valuable concepts to be built on: In par-
ticular the possibility of superimposing several holograms. Holograms with several reference
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waves corresponding to several polarization states can be generated in order to analyze the
birefringence properties of specimens: strained dielectrics or biological molecules [130,131].
Reference waves corresponding to different wavelengths can also be generated, permitting the
use of synthetic wavelengths from a single hologram [132].

Reconstruction: As in other developments in digital holography, the reconstruction method
is based on the theory of diffraction. Intercepting the wavefront provided by the microscope
objective (MO) at finite distance from the specimen image plan gives rise to holograms in
the Fresnel zone. Huyghens–Fresnel expression of diffraction will therefore be considered as
valid for the calculation of the propagation of the reconstructed wave.

The (MO) allows us to adapt the object wavefield to the sampling capacity of the camera:
the lateral components of the wavevector k x or y can be divided by the magnification factor M
of the MO, therefore permitting an adequate sampling of the off-axis hologram interference
fringes by the electronic camera (Fig. 9.1b).

The hologram taken after the MO results from the superposition of the object wave O′ gen-
erated by the MO from the wavefield O, emitted by the specimen and a reference wave R,
having some non-cancelling mutual coherence with O′. Practically, the hologram intensity is
given by expression (9.1):

IH(x, y) = (R + O′)∗ ⋅ (R + O′) = |R|2 + |O′|2 + R∗O′ + RO′∗ (9.1)

As is usual in holography, the reconstruction of the wavefront can be achieved in the plane
of the hologram by illuminating it with a wave matching the reference wave. Taking advantage
of a full digital approach, the reconstruction of the object wavefront can be fully achieved by a
computer calculating the diffraction process of a simulated reference wave Rnum by the holo-
gram intensity distribution. Then the distribution of the object wave front in space is obtained
by calculating the propagation of the object wavefront reconstructed in the plane of the holo-
gram. As is well known by holographers, the reconstruction of the wavefront gives rise to
several propagated beams, the zero order beam and higher order beams, mainly in the order
of +1 and−1. These two orders provide virtual and real images that appear as twin images,
which are the reflection of one another about the hologram plane. If the reference wave is “on
axis”, that is, propagating in parallel to the object wave O′, propagated real and virtual images
appear as superposed on any plane where the reconstruction is performed. The specimen image
appears therefore as “blurred” by the presence of the unfocused twin image. In order to elimi-
nate this blur, filtration must be performed to eliminate all scattered beam except one: In those
conditions focused virtual (O’*) and/or real (O’) images can be reconstructed exactly.

Concretely, the reconstruction method is based on the restoration of the object wavefield
O′

rec. The reconstruction or restoration of the object wavefield O′
rec is usually achieved in the

hologram plane x-y by forming the product of the hologram intensity with the reference wave
Rnum generated in the computer and further adjusted to match the original reference wave:

O′
rec(x, y) = IH filtered(x, y) ⋅ Rnum(x, y)∕|Rnum|2 (9.2)

Practically, hologram IH (x,y) filtering allows us to isolate one of the cross terms RO′* or R*O′

appearing in Eq. (9.1). Filtering can be achieved either in the time domain or in the space
domain.

In the time domain several phase shifted holograms (at least three, but usually four) are taken
successively in order to eliminate the square part in Eq. (9.1) corresponding to the zero-order
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term and one of the cross terms corresponding to the virtual image. Time domain filtering is
similar to the so-called “phase-shifting interferometry” and has been proposed by Yamaguchi
[14,133] for application in holography. Although this method has the advantage of preserving
the full spatial bandwidth, a major inconvenience is that multiple holograms must be taken;
a fact that renders the reconstruction of movement blurred and instantaneous images difficult
to take.

In the space domain, the filtering of cross terms can be achieved by taking a digitalized
hologram in a slightly off-axis geometry [126]. Off-axis geometry introduces a spatial carrier
frequency and demodulation restores the full spatial frequency content of the wavefront. The
main advantage of this approach is that all the information for reconstructing the complex
wavefield comes from a single hologram [13]. In microscopy the full bandwidth of the beam
delivered by the MO can be acquired without limitation.

Finally, selecting the signal corresponding to the third term in Eq. (9.1) in the Fourier domain
of the hologram [134] allows for the full restoration of the wavefront O′. Reconstructing the
wavefront in 3D is therefore simply done by propagating the wavefront generated in the holo-
gram plane x-y to the object plane 𝜉−𝜂, which is situated at the distance drec. This can be simply
achieved by computing the Fresnel transform of the wavefield. The mathematical expression
Eq. (9.3) used for that computation is:

O′(𝜉, 𝜂) = −i ⋅ exp(ikdrec) ⋅ F𝜎

Fresnel[O
′(x, y)], (9.3)

which, in the paraxial approximation, can be put in the following form that is computed after
discretization.

F𝜎

Fresnel

[
O′ (x, y)

]
= 1
𝜎2

exp
[ i𝜋
𝜎2

(
𝜉2 + 𝜂2)] ⋅ FFouirer

{
O′ (x, y) ⋅ exp

[ i𝜋
𝜎2

(
x2 + y2)]} (9.4)

with

𝜎 =
√
𝜆drec =

√
2𝜋

drec

k
. (9.5)

When the reconstruction distance drec approaches infinity, the parameter 𝜎 also tends to infinity
and the Fresnel transform becomes identical to Fourier transform.

In our DHM implementation, there is no time spent heterodyning or moving mirrors. The
microscope design is therefore simple and robust. DHM brings quantitative data derived simul-
taneously from the amplitude and the quantitative phase of the complex reconstructed object
wavefront.

Our approach requires the adjustment of several reconstruction parameters [13], which can
done using a computer-aided method developed by our group. Some image processing is also
needed to improve the accuracy of the phase [135]. Using a high numerical aperture, submicron
transverse resolution has been achieved: to 300 nm lateral resolution, which corresponds to
diffraction limited resolution. Accuracies of approximately 0.1∘ have been estimated for phase
measurements. In reflection geometry, this corresponds to a vertical resolution less than 1 nm
at a wavelength of 632 nm. In the transmission geometry, the resolution is limited to a few
nanometers as far as living cells are concerned.

Characterization of the effect of noise on the formation of the hologram and the reconstruc-
tion of the image results in an improved signal-to-noise ratio by the coherent detection of low
level of scattered light [136,137]. This improvement is often described as “coherent amplifi-
cation” of the signal.
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9.4 Cell Imaging with Digital Holographic Quantitative Phase
Microscopy

Biological specimens such as living cells and tissues are usually phase objects; that is, they are
transparent and made visible most often by PhC as explained earlier. The phase signal origi-
nates in the RI difference generated by the presence of organic molecules in cells, including
proteins, DNA, organelles, and nuclei. Consequently, DH-QPM visualizes cells by quantita-
tively providing the phase retardation that they induce on the transmitted wavefront [15]. This
quantitative phase signal is given by the following expression:

Φ = 2𝜋
𝜆
(nc − nm)d, (9.6)

where d is the cellular thickness, nc is the intracellular RI averaged over the OPL of optical
rays crossing the specimen, and nm is the RI of the surrounding medium.

DH-QPM allows for the precise determination of the phase or OPL, directly proportional
to the (RI) integrated over the propagation of the light beam. Point-to-point OPL determina-
tions yield an absolute PhC image in microscopy, and very high accuracies, comparable to
those provided by high-quality interferometers, can be achieved. However, DH-QPM offers
much-improved flexibility as well as the capability to adjust the reference plane with a com-
puter (i.e., without positioning the beam or the object). A quantitative phase image, obtained
for living neurons in culture, is presented in Fig. 9.2(b) (Plate 16).

9.4.1 Cell Counting, Recognition, Classification, and Analysis

Several original applications made with DH-QPM, in combination with the unique possibilities
presented by digital optics (real-time imaging, extended depth of focus, etc.), in the field of
cell imaging are presented next.

The DHM-QP modality offers a quantitative alternative to classical PhC and DIC. Practi-
cally, the quantitative phase signal is particularly well suited to the development of algorithms,
based on biophysical cell parameters, allowing automated cell counting [16,17,138,139],
recognition, and classification [18,19,21,140–143]. Considering the fact that the quantitative
phase signal also provides some information about the intracellular content, which contributes
to modifying the intracellular RI, interesting applications allowing discrimination between
physiological and pathophysiological states have been achieved, particularly in the fields of
assisted reproduction [20,22,144] and cancer research [23,24,61]. For example, proposing
that quantitative evaluation of the phase shift recorded by DHM-QP could provide new
information on the structure and composition of the sperm head or cell nucleus has been
useful to clinical practice.

The ability of digital propagation to apply autofocusing [25–27] and extended depth of focus
[28–30,125] has opened up the possibility of efficiently tracking particles [31,145,146] includ-
ing those capable of second harmonic generation [147,148]. In addition, applications to the
study of cell migration in 3D have been made [18,25,32,33,35,149–151] offering an alter-
native to the shallow depth of field of conventional microscopy, which hampers any fast 3D
tracking of cells in their environment.
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Figure 9.2 (Plate 16) Digital holographic microscopy (DHM) of living mouse cortical neurons in
culture. (a) Schematic representation of cultured cells mounted in a closed perfusion chamber and
trans-illuminated (b) 3D perspective image in false colors of a living neuron in culture. Each pixel repre-
sents a quantitative measurement of the phase retardation or cellular optical path length (OPL) induced
by the cell with a sensitivity corresponding to a few tens of nanometers. By using the measured mean
value of the neuronal cell body refractive index, resulting from the decoupling procedure, scales (right),
which relate OPL (∘) to morphology in the z-axis (μm), can be constructed. See plate section for the color
version

9.4.2 Dry Mass, Cell Growth, and Cell Cycle

As described earlier, the measured quantitative phase shift induced by an observed cell on the
transmitted light wavefront is proportional to the intracellular RI, which mainly depends on
protein content. Therefore, this measure can be used to directly monitor protein production,
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owing to a relation established more than 50 years ago by Barer [2,152]. Within the framework
of interference microscopy, the phase shift induced by a cell is related to its dry mass (DM)
by the following equation (converted to the International System of Units):

DM = 10𝜆
2𝜋𝛼 ∫

Sc

Δ𝜑ds = 10𝜆
2𝜋𝛼

Δ𝜑Sc, (9.7)

where Δ𝜑 is the mean phase shift induced by the whole cell, 𝜆 is the wavelength of the illumi-
nating light source, Sc is the projected cell surface, and 𝛼 is a constant known as the specific
refraction increment (in cubic meters per kilogram) and related to the intracellular content. 𝛼
is approximated by 1.8–2.1 × 10−3 m3 kg−1 when considering a mixture of all the components
of a typical cell.

Recently, several groups using various QPM techniques have begun to exploit this phase/DM
relationship to study the dynamics of cell growth and the cell cycle [36,153–156]. The rela-
tionship has also been explicitly and implicitly used to calculate hemoglobin content in red
blood cells (RBCs) [157–161].

9.4.3 Cell Membrane Fluctuations and Biomechanical Properties

RBCs are squeezed as they pass capillaries often smaller than their cell diameter. This ability
can be attributed to the remarkable elastic properties of the membrane structure. This structure
exhibits a high resistance to stretching ensuring that no leakage through the lipid bilayer occurs,
whereas its low resistance to bending and shearing allows the cell to easily undergo morpho-
logical changes when passing through small capillaries. As a consequence of these elastic
properties, RBCs show spontaneous cell membrane fluctuations (CMFs) at the nanometric
scale, often called flickering. Owing to their high sensitivity, and allowing us to quantitatively
measure RBC membrane fluctuations over the whole cell surface, different QPM techniques
have shed new light on these CMFs by providing quantitative information about the biome-
chanical properties of RBC membranes [37,52,68,69,161,1621]. We also should mention the
integration of DHM with optical tweezers, which is a very promising tool, especially with
respect to monitoring trapped objects along the axial direction as well as manipulating and
testing biomechanical properties of cells [18,38,163–165].

9.4.4 Absolute Cell Volume and Transmembrane Water Movements

The various applications presented previously highlight the wealth of information brought by
the phase signal regarding cell dynamics. However, as indicated by Eq. (9.1), information con-
cerning the intracellular content related to nc is intrinsically mixed with morphological infor-
mation relating to a thickness d. As a result of this dual dependence, the phase signal remains
difficult to interpret. As an illustration, a simple hypotonic shock induces an a priori surprising
phase signal decrease [39] that is difficult to interpret as cellular swelling, resulting coherently,
however, from a decrease of nc due to dilution of the intracellular content by an osmotic water
influx. Accordingly, some strategies have been developed to separately measure cell morphol-
ogy and RI. Some authors [166,167] measured the intracellular RI by trapping cells between
two cover slips separated by a known distance. However, this approach, which prevents cell
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movement, precludes the possibility of exploring dynamic cellular processes. Recently, spec-
troscopy phase microscopy approaches [134–136] have addressed this deficiency, at least as
far as cells with high intrinsic dispersion properties are considered, including RBCs (owing to
presence of the hemoglobin pigment). However, such spectroscopy approaches are applicable
only to a very limited variety of cell types, most of which have intrinsic dispersions almost
identical to that of water. We have developed another approach, called the decoupling pro-
cedure, to separately measure the parameters nc and d from the phase signal Φ, based on a
modification of the extracellular RI nm. Basically, this method consists of performing a slight
alteration of the extracellular RI nm and recording two holograms that correspond to the two
different values of nm, thereby allowing reconstruction of two quantitative phase images (Φ1
and Φ2) described, for each pixel i, by the following system of equations:

Φ1,i =
2𝜋
𝜆1

(nc,i − nm,1)di (9.8)

Φ2,i =
2𝜋
𝜆2

(nc,i − nm,2)di, (9.9)

where 𝜆1 and 𝜆2 are the wavelengths of the light source.
By solving this system of equations, we obtain nc,i and di for each pixel i. We have considered

two different approaches to modify nm: The first approach requires sequentially perfusing a
standard cell perfusion solution and a second solution with a different RI but with the same
osmolarity (to avoid cell volume variation) to record the two corresponding holograms at a
single wavelength (𝜆1 = 𝜆2) [39]. Practically, this procedure has permitted us to quantitatively
measure some highly relevant RBC parameters, including mean corpuscular volume and mean
corpuscular hemoglobin concentration [157]. However, owing to the solution exchange time,
this approach precludes the possibility to monitor dynamic changes of cell morphology and RI
that occur during fast biological processes. To overcome these drawbacks, we have developed
a second approach, dual-wavelength (𝜆1 ≠ 𝜆2) DHM (DW-DHM) [132], which exploits the
dispersion of the extracellular medium that is enhanced by the use of an extracellular dye
(nm,1 = nm(𝜆1) ≠ nm(𝜆2) = nm,2) to achieve separate measurements of the intracellular RI and
the absolute cell volume in real time [168].

This approach has been successfully applied to study the osmotic water membrane perme-
ability Pf – representing the water volume flux per unit of time per unit of membrane surface
for a given applied osmotic gradient – by monitoring cell volume changes while retaining
the cell functionality [169]. Table 9.1 contains Pf measurements based on the monitoring of
absolute cell volume in a variety of cell types.

Water crosses membrane though several routes (simple diffusion through the lipid bilayer,
transmembrane proteins, specialized water channels, aquaporins, AQP, etc.). As regards the
results of Table 9.1, the high membrane water permeability of human RBCs is mainly deter-
mined by the endogenously expressed water channel AQP1. However, the RBC provides an
example where the water transport mechanism can easily be altered by pharmacological inhibi-
tion of AQP1 with mercury chloride HgCl2, a potent, rapid inhibitor of AQP1. The high water
permeability in astrocytes is usually attributed to the endogenously expressed water channel
aquaporin AQP4 and it has been shown that astrocytes from AQP4 deficient mice show a
seven-fold reduced osmotic water permeability. The quite high water permeability measured
in primary cultures of neurons could result from an increased expression of specific solute
transporters that exhibit an intrinsic water permeability.
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Table 9.1 Osmotic challenge: Measured parameters in different cell types. CHO cells (n = 46), HEK
cells (n = 14), neurons (n = 11) astrocytes (n = 19) and red blood cells (RBCs) (n = 22). Pf: osmotic
water membrane permeability , V0 : initial cell volume, A0: initial cell surface, Π

𝜄
/ Π0 : The respective

ratio of the initial osmolarity to the hypoosmotic osmolarity. Adapted from [170]

V0 [μm3] Π
𝜄
/ Π0 A0 [μm2] Pf [10−3 cm s−1]

CHOs 1160 ± 669 1.452 747 ± 340 165 ± 0.318
HEKs 1996 ± 562 1.667 676 ± 153 3.04 ± 0.87
Neurons 1671 ± 1162 1.452 475 ± 226 4.69 ± 2.89
Astrocytes 861 ± 324 1.452 475 ± 137 7.64 ± 3.54
RBCs 95 ± 48 1.553 129 ± 44 5.2 ± 2.9
RBCs/HgCl2 101 ± 49 1.553 135 ± 45 1.5 ± 1.2

Otherwise, resulting from the linear relationship between the intracellular RI and the dry
mass, as well as from a dry mass balance equation, it has been possible to determine the RI of
the transmembrane flux nf [170]. The high precision with which nf can be determined provides
us whether the transmembrane water flux is accompanied by solute transport and therefore
leads to characterization of the involved transmembrane transport process. A sustained appli-
cation of glutamate on astrocytes has permitted us to detect a dry mass accumulation in good
agreement with the expected uptake of glutamate through a specific co-transport.

Consequently, Pf, nf, as well as absolute cell volume, represent indices providing some highly
relevant information about the different mechanisms involved in the transmembrane water
movements and in the complex question of cell volume regulation.

9.4.5 Exploration of Neuronal Cell Dynamics

A distinct feature of the nervous tissue is the intricate network of synaptic connections among
neurons of diverse phenotypes. Although initial connections are formed largely through molec-
ular mechanisms there is little doubt that electrical activities, influencing neuronal function and
connectivity on multiple time scales, as well as on multiple levels of specificity, play a pivotal
role in the development and integrative functions of neural networks/circuits. Nevertheless,
how electrical activity affects the structure and function of neuronal networks is very limited.
Consequently, the development of techniques that allow the noninvasive resolution of local
neuronal network activity is required.

With respect to the study of neuronal activity electrophysiological approaches, in particular,
voltage clamp and patch-clamp techniques, have permitted a major breakthrough by setting
a voltage across the neuronal membrane and directly measuring the current flowing through
a single ion channel. The patch clamp is the gold standard for assessing ion channel func-
tion, allowing discrimination of ionic currents in the femtoampere (10−15 A) range and with
microsecond time resolution.

However, the patch clamp is still a highly invasive, laborious process requiring precise micro-
manipulations and a high degree of operational skill, which generally restricts voltage record-
ing to a limited number of cells that form a neuronal network. Optical techniques seem to be
an ideal solution for measuring membrane potentials because these techniques are relatively



Digital Holographic Microscopy 211

noninvasive and work at both low and high magnification. For instance, a calcium indicator
used in combination with high-resolution 2P microscopy allows measurement of the spiking
activity of hundreds, or even several thousand, neurons in mammalian circuits while still keep-
ing track of the activity of each neuron individually [171,172]. However, calcium imaging has
its shortcomings and cannot substitute for voltage imaging [172].

Practically, voltage imaging methods have lagged behind calcium imaging as a result of
important challenges related to physical constraints of the measurement themselves, including
an electrical field closely located to the thin membrane region, an essentially two-dimensional
plasma membrane that cannot contain an arbitrary number of voltage chromophores without
disrupting its properties, and a plasma membrane representing only a small proportion of the
total membrane surface in the neuron on which chromophores are attached. Finally, the rela-
tively high speed of the electrical responses of mammalian neurons is also a serious challenge
for voltage measurements.

Consequently, despite some promising features, the different voltage imaging methods suffer
from poor signal-to-noise ratios and secondary side effects, and they fall short of providing
single-cell resolution when imaging the activity of neuronal populations [172].

9.4.5.1 Measurement of Transmembrane Water Movements to Resolve Neuronal
Network Activity

It is well known that neuronal activity induces modifications of intrinsic optical properties
at the subcellular [173–176] cellular [177,178] and tissue levels [179–181]. Thus, we have
studied the early stage of neuronal responses, induced by glutamate (the main excitatory neu-
rotransmitter in the brain that is released in 80% of synapses), with multimodality micro-
scopes, combining either DH-QPM with epifluorescence microscopy [182] or DH-QPM with
electrophysiology [41], thereby allowing simultaneous monitoring of the DHM quantitative
phase signal and the dynamics of intracellular ionic homeostasis or transmembrane ionic cur-
rents. Practically, experiments combining electrophysiology and DH-QPM, performed in a
well-established biological model, allowed us to accurately study the relationship between
transmembrane ionic currents and water movements. Concretely a mathematical relationship,
involving some cell morphology parameters and a parameter 𝜀 (ml C−1) representing the
volume of the water movement associated with the net charge transported through the cell
membrane, has been established between net transmembrane currents and the phase signals,
thus opening the possibility of performing simultaneous multiple-site optical recording of
transmembrane currents with DH-QPM [41].

Glutamate is known to induce an early neuronal swelling and to activate specific ionotropic
receptors, namely the N-methyl-D-aspartate (NMDA), the 2-amino-3-(3-hydroxy-5-methyl-
isoxazol-4-yl) propionate (AMPA), and the kainate receptors, which induce the opening of
their associated ion channels, allowing influxes of Ca2+ and Na+ down their electrochemi-
cal gradient. Concretely, following various applications of glutamate in primary cultures of
mouse cortical neurons, the multimodality DH-QPM electrophysiology setup recorded both
a strong inward current and a decrease in phase signal, the amplitude of which was propor-
tional to the concentration of glutamate and to the duration of the application. This inward
current is consistent with glutamate-mediated activation of ionotropic receptors, and the phase
decrease results from the dilution of the intracellular RI due to the osmotic water entry accom-
panying the net ionic influx, leading to the expected neuronal swelling. The receptor-specific
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Figure 9.3 Phase shift associated with glutamate-mediated neuronal activity. (a) Quantative phase
image of a patched mouse cortical neuron in primary culture recorded by DHM. The full circles in the
middle of the cell correspond to the region of interest where the phase signal is recorded (scale bar:
10 μm). (B) Local application of glutamate (500 μM, 200 ms; arrow head) on the neuron triggered both
a strong transient decrease of the phase signal associated to an inward current. Phase is expressed in
degrees. Source: Marquet, P., Depeursinge, C., Magistretti, P.J., 2013, Neural cell dynamics explored
with digital holographic microscopy, Annual Review of Biomedical Engineering, (15), 407–431

nature of these phase signals has been demonstrated by their suppression in the presence
of MK801 and CNQX, two specific antagonists of NMDA and AMPA/kainate ionotropic
receptors, respectively. Consequently these experiments have revealed that transmembrane
water movements are one of the mechanisms inducing activity-related modifications of the
intrinsic optical properties of neuronal cells. Actually, DH-QPM showed that glutamate pro-
duces mainly three distinct optical responses in neurons, which are predominantly mediated by
NMDA receptors: biphasic, reversible decrease (RD), and irreversible decrease (ID) responses.
The shape and amplitude of the optical signal were not associated with a particular neu-
ronal phenotype but reflected the physiopathological status of neurons linked to the degree
of NMDA activity [40]. These different phase responses can be separated into two com-
ponents: a rapid one accompanying glutamate-mediated current (IGLUT), the phase decrease
depicted in Fig. 9.3, and a slow one corresponding generally to a phase recovery or a phase
plateau (ID responses) when IGLUT = 0. The phase recovery, which is much slower than
the fast component, is likely to correspond to a nonelectrogenic neuronal volume regula-
tion involving several mechanisms. Actually, furosemide and bumetanide, two inhibitors of
sodium-coupled and/or potassium-coupled chloride movements, strongly modified the phase
recovery, suggesting an involvement of two neuronal cotransporters, NKCC1 (Na-K-Cl) and
KCC2 (K-Cl), in the optical response. This observation is of particular interest because it
shows that DH-QPM is the first imaging technique able to monitor dynamically and in situ
the activity of these nonelectrogenic co-transporters under physiological and/or pathological
neuronal conditions [40]. Interestingly, the time course presented in Fig. 9.3 shows that the
water movements are not significantly delayed, at the tenth-of-a-second scale at least, relative
to the recorded current.

The measurement of IGLUT as well as the concomitant rapid phase decrease correspond-
ing to the early neuronal swelling allowed the estimation of the parameter 𝜀GLUT (ml C−1).
Practically, values of 𝜀GLUT lie within the range of 60–120 μm3 nC−1, equivalent to 340–620
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water molecules transported per ion having crossed the membrane. The typical intracelluar RI
change induced by a glutamate pulse (500 uM, 0.2 s) is around 0.002–0.003 corresponding
to a substantial variation (7–10%) of the scattering potential proportional to the parameter
(n2

c − n2
m) and from which the scattering coefficient can be evaluated. The associated neu-

ronal swelling is around 100 fL for a typical neuronal cell body of 1500 fL, corresponding
to a 6–7% cell volume variation. It should be mentioned that these orders of magnitude
correspond to an exogenous glutamate application during a few tenths of a second. Physi-
ological release of endogenous glutamate could possibly induce smaller water movements
and intracellular RI changes. Moreover, the mechanisms underlying these early significant
and rapid fluxes of water, in contrast to those occurring during the phase recovery, remain to
be clarified.

9.5 Future Issues

Holography has found an attractive field of application in microscopy. Because of its flexi-
bility, DHM could easily be adapted to the need of microscopists and biologists. Complex
wavefront reconstruction yields quantitative phase and accuracies in the nanometer, or even in
the subnanometer range, with some statistical treatment, can be obtained. A major advantage
of the holographic approach is that in-depth reconstruction and imaging is possible from a
single hologram that can be acquired in a very short time interval.

As illustrated through these various applications, DH-QPM is well adapted to quantitatively
study cell structure and dynamics. In practice, low energy levels and short exposure times
are required to prevent photodamage, even during long experiments. In addition, DHM, as
a label-free technique, does not require any solution change or insertion of dye, providing
efficient conditions for high-throughput screening. However, although the quantitative phase
signal provides unique information with high sensitivity about cell morphology and content, its
interpretation in terms of biophysical parameters for analyzing specific biological mechanisms
remains a major issue. Consequently, as has been illustrated with the decoupling procedures,
any developments allowing us to separately measure the information corresponding to cell
morphology and to cell content from the phase signal will represent an important step toward
addressing some relevant biological questions. Within this framework, the development of a
real time DHM-based optical diffraction tomography, by enabling both a direct access to the
3D RI map and to synthesize an enlarged numerical aperture (NA) providing super-resolved
phase images represents a very promising way forward [183–188]. Indeed, future develop-
ments allowing high-resolution 3D mapping of the intracellular RI, could provide invaluable
information about cytoarchitecture and compartmentalization of cytoplasm, which plays a crit-
ical role in several fundamental cell mechanisms, including protein synthesis.

On the other hand, integrating DH-QPM into a multimodal microscope is able to provide
various different types of information on the cell state, also represent a promising way to
obtain a comprehensive understanding of cell structure and dynamics. For instance multi-
modality approaches, combining DH-QPM with epifluorescence microscopy and/or with elec-
trophysiology recordings have permitted us to efficiently explore the mechanisms underlying
the complex processes of cell volume regulation, ion homeostasis, and transmembrane water
movements, as well as their involvements in neuronal activity.
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