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### 11.1 Introduction

Conventional photographic cameras do not have the capacity to record all of the information carried by the rays of light passing through their objective lens, which indeed impacts on the image sensor pixels from many directions [1]. The irradiance collected by any pixel is proportional to the sum of radiances of all rays, regardless of their incidence angles. Thus, a typical picture obtained with a conventional camera contains, of course, a 2D image (or in other words a pixelated 2D irradiance map) of the original 3D object, in which any information about intensity and angle of impinging light rays is lost.
Much more interesting would be to have a system with the capacity of registering a map with the radiance and direction of all the rays proceeding from the 3D scene. Such a map has been named in different ways, such as integral photography, integral imaging, lightfield map, or even a plenoptic map.
Interest in the capture and display of 3D images is not a modern issue. In fact in 1838, Wheatstone [2] tackled the problem of displaying 3D images through the first stereoscope. Soon later, Rollman faced the same problem, but proposed the use of anaglyphs [3]. But the main problem of these techniques, and also of all the stereoscopic techniques developed since then, is that they do not actually produce a 3D reconstruction of a 3D scene. Instead, they produce a stereoscopic pair of images which, when projected onto the retinas of the left and right eyes, provides the brain with the sensation of perspective vision and depth discrimination. Apart from the problem that stereoscopy provides the same perspective to different observers, whatever their relative position to the screen, the main drawback comes from the conflict between

[^0]convergence and accommodation [4]. This conflict occurs when the accommodation of the eye lens is fixed to one distance, whereas the convergence of the eyes' axes is set to a different distance. This is a strongly unnatural physiological procedure that gives rise to visual discomfort after prolonged observations.
The first scientist to propose a method for displaying/observing 3D images without the need for any special glasses was Gabriel Lippmann, who proposed the integral photography (IP) in 1908 [5-7]. Lippmann's idea was that it is possible to record the information of a 3D scene with a 2 D sensor, provided that many perspectives of the scene are stored. To do that, Lippmann proposed to remove the objective from the camera and, instead, to insert a microlens array (MLA) in front of the sensor. This way of proceeding permits to record an integral image (InI), that is, a collection of elemental images each with a different perspective of the scene. The InI captured following Lippmann's recipe can be used for many proposals. One is for the implementation of an IP digital monitor [8-10]. For this task it is necessary to project the set of elemental images onto a pixelated display, like a LCD or LED monitor, and insert a MLA, similar to the one used in the capture, just in front. In the display process, any pixel of the LCD panel emits a light cone, which after passing through the corresponding microlens produces a light cylinder in free space. It is the intersection of all the ray cylinders that produces an irradiance distribution in front of the monitor, which reproduces the irradiance of the original 3D scene. This distribution is perceived as 3D by the observer, whatever his/her position, with a continuous viewpoint and also with full parallax. Since the observer is watching a real light concentration, the observation is produced without conflict between convergence and accommodation.
IP, like holography, is usually catalogued as an auto-stereoscopic technique due to the fact that it does not need the use of special glasses. However, auto-stereoscopic is a misleading name since it implies IP is based in stereoscopy, which is clearly not the case.
An alternative architecture for the capture of the integral image was proposed by Davies and McCormick [11], and later by Adelson and Wang [12]. The technique consisted of inserting a microlens array at the back-focal plane of a conventional photographic camera, in front of the sensor. Proceeding in this way, it is possible to capture the radiance map (or plenoptic picture) of far 3D scenes. This alternative architecture has been named as plenoptic camera [1,13,14], lightfield camera [14,15] and also far-field IP camera [16,17].

The IP concept was initially intended for the capture and display of 3D pictures or movies. In this sense, many important advances have been achieved in the search for the improvement of display resolution [18-22], viewing angle [23-25], or the depth of field [26-29]. However in the past few years, the computational reconstruction of the irradiance distribution of incoherent 3D scenes has become a major application [30-36]. This reconstruction can be very useful for depth segmentation of 3D objects [37-40], or for the sensing and recognition of 3D objects in normal [41-44] or in low light levels [45,46]. Other interesting applications of the IP concept are, for example, the tracking of moving objects in a 3D environment [47,48], the polarimetric discrimination [49], the integration of 3D hyperspectral information [50], the 3D microscopy [51-53], or even wavefront sensing [54].
The aim of this chapter is to expose in a simple manner the theory behind the IP concept, the relation between the different forms of capturing the radiance map, and the algorithms and methods for 3D depth reconstruction in the display of 3D scenes. To this end we have divided the chapter into eight sections. In Section 11.2 we expose the basic theory of conventional 2D image capturing. In Section 11.3 we define the plenoptic function and corresponding
transformation rules. In Section 11.4 we describe the different methods for capturing the plenoptic map. In Section 11.5 we study the transformations suffered by the plenoptic map when changing the reference plane, and also calculate the 2D picture associated to any plane. In Section 11.6 we calculate the reconstructed 3D scene for different methods of plenoptic map capture. In Section 11.7 we tackle the implementation of 3D IP displays. Finally, in Section 11.8 we summarize the main outcomes of this chapter.

### 11.2 Basic Theory

A diffusing or self-luminous object can be treated as a continuous distribution of point sources that emit light isotropically. Although the natural way of describing this emission is through the concept of a spherical wavefront, in what follows we will assume that the phenomena we deal with are well described by the ray-optics theory, in which rays are the carriers of light energy and propagate in a straight line. We also assume that the point sources are mutually incoherent so that light emitted by them cannot interfere.
The most common device for capturing light emitted by a 3D scene is the photographic camera. As shown in Fig. 11.1, to obtain a picture of a 3D scene the camera is set so that the sensor is conjugate with a plane of the object space, the reference plane. The light emitted by points on such a plane is registered sharply in the pixelated sensor. The sensor also records the light emitted by out-of-focus points but with some blurring, which depends on the geometrical parameters of the capture system. Since the behavior of the electronic sensor is, in good approximation, linear, any pixel register the sum of the radiances of all the rays impacting the pixel. Thus, the recorded picture contains the sharp image of the parts of the scene that are on the reference plane, plus blurred information from the rest of the scene. However, it does not contain any individualized information about the radiance of the rays that reach the pixels. The loss of this angular information prevents the recorded picture from recovering the 3D structure of the scene from a conventional picture.
The magnitude that allows an accurate description of angular and spatial information of propagated rays is the radiance, defined as the radiant flux, $\Phi$, per unit of area, $A$, and unit of


Figure 11.1 Optical scheme of a conventional photographic camera


Figure 11.2 Scheme for the definition of the radiance
solid angle, emitted by a differential surface in a given direction. In mathematical terms the radiance

$$
\begin{equation*}
L=\frac{d^{2} \Phi}{d \Omega d A \cos \theta} \tag{11.1}
\end{equation*}
$$

where $\theta$ is the angle between the normal to the surface and the specified direction. This definition permits to establish the concept of ray of light as the light cone delimited by an infinitesimal solid angle, $d \Omega$, see Fig. 11.2. The 3D spatial distribution of radiance emitted by a 3D scene is usually named the lightfield or equivalently, the plenoptic field.
A ray of light can be parameterized through the spatial coordinates $\mathbf{r}=(x, y, z)$ of one point of its trajectory, and the angular coordinates $\boldsymbol{\theta}=(\theta, \phi)$ that describe its inclination. Then, given a region in the space, the plenoptic field is described by a 5D function. If we consider the case in which the rays propagate in a region free of occlusions and diffusing media, the direction and radiance of rays do not change with propagation. This redundancy permits saving one dimension in the description of the plenoptic field, and then parameterizing it through a 4D function. Following the paper by Georgiev and Lumsdaine [13] we can represent the plenoptic function as $L(\mathbf{x}, \boldsymbol{\theta})$, where $\mathbf{x}=(x, y)$. However, and for the sake of the simplicity in the forthcoming graphic representations, we will consider the case in which the plenoptic function is $2 \mathrm{D}, L(x, \theta)$, so that we only will consider rays propagating on a plane. Naturally, this simplification does not subtract any generality to the forthcoming study.

### 11.3 The Plenoptic Function

The simplest example of the plenoptic field is that generated by a monochromatic point source. To build the 4D plenoptic function, first one has to select the plenoptic reference plane. This plane is typically perpendicular to the chief direction of propagation of the light beam. Then, one has to evaluate the inclination of rays when impacting the plenoptic reference plane. Assuming that the point source radiates isotropically, the plenoptic field at a plane placed at a distance $z_{0}$ from the source, is represented with a straight line, of slope $\mu=1 / z_{0}$, since there


Figure 11.3 Plenoptic field generated by a monochromatic point source


Figure 11.4 Plenoptic field generated by a monochromatic plane source
is direct proportionality (within the paraxial approximation) between the spatial coordinate of the impact point and the inclination angle (see Fig. 11.3).
Of similar complexity is the plenoptic field produced by a plane object that is set parallel to the plenoptic reference plane. Any point of the object is represented in the plenoptic diagram by a straight line. The bundle composed by the inclined lines produced by all the points of the plane object constitutes the plenoptic field, as shown in the Fig. 11.4.

It is interesting to find out how the plenoptic function changes when light propagates in free space, or when it passes through a converging lens. These transformations can be formalized by means of a transfer matrix [55]. The propagation in free space implies a change in the spatial coordinates, but not in the inclination angles, as shown in Fig. 11.5(a). The transfer matrix is of the form

$$
T=\left(\begin{array}{ll}
1 & t  \tag{11.2}\\
0 & 1
\end{array}\right)
$$

where $t$ is the propagation distance. The propagated plenoptic field can be obtained from the original one through the coordinates' transformation

$$
\binom{x^{\prime}}{\theta^{\prime}}=\left(\begin{array}{ll}
1 & t  \tag{11.3}\\
0 & 1
\end{array}\right)\binom{x}{\theta}=\binom{x+t \theta}{\theta} .
$$

This can be understood as a shearing of the plenoptic function in the direction of the spatial coordinates, as shown in Fig.11.6(a).
Another interesting issue is to find out how the plenoptic field is modified when passing through a converging lens. As shown in Fig. 11.5(b), this transition implies a change in the


Figure 11.5 Coordinate transformation associated with (a) free space propagation and (b) refraction in a lens


Figure 11.6 Shearing of the plenoptic function as result of (a) free-space propagation and (b) refraction in a lens
inclination angle of impinging rays, but not in the spatial coordinate. According to [55], the transfer matrix is

$$
C=\left(\begin{array}{cc}
1 & 0  \tag{11.4}\\
-1 / f & 1
\end{array}\right)
$$

where $f$ is the focal length of the lens. The plenoptic field after refraction through the lens can be obtained from the impinging one by

$$
\binom{x^{\prime}}{\theta^{\prime}}=\left(\begin{array}{cc}
1 & 0  \tag{11.5}\\
-1 / f & 1
\end{array}\right)\binom{x}{\theta}=\binom{x}{-x / f+\theta}
$$

Also in this case the plenoptic function suffers a shearing, but now in the angular direction, as shown in Fig. 11.6(b).

Let us remark that, from the plenoptic function evaluated in a plane, it is possible to calculate the "picture" by simply summing up the radiances at any point of that plane. In mathematical terms this can be made by calculation of the Abel transform [56] (or angular projection onto


Figure 11.7 (a) Plenoptic filed captured by a conventional photographic camera; (b) registered picture, which is obtained as the angular projection of the plenoptic field
the spatial axis) of the plenoptic function; that is

$$
\begin{equation*}
I(\mathbf{x})=\int L(\mathbf{x}, \boldsymbol{\theta}) d \boldsymbol{\theta} . \tag{11.6}
\end{equation*}
$$

When a conventional photographic camera is used to record the light emitted by a 3D scene, any pixel captures all the rays passing through its conjugate in the object's reference plane (see Fig. 11.1). Expressed in terms of the plenoptic field, any pixel captures the plenoptic field contained in a vertical segment whose length is equal to the angle subtended by the aperture of the camera lens; see Fig. 11.7. Of course, the recorded picture is given by the Abel transform of the plenoptic function. It is apparent that, in the photographic shot, the angular information, and therefore the 3D information, is lost.

### 11.4 Methods for the Capture of the Plenoptic Field

### 11.4.1 Integral Photography

A very clever way of recording sampled information of the plenoptic field produced by 3D objects is the use of multiview camera systems. Such kind of systems can be implemented, as proposed by Lippmann [5], by placing a microlens array (MLA) in front of a light sensor. Other ways of implementing the IP capturing system, mainly useful when aiming the recording of the plenoptic field produced by large 3D scenes, is to use a set of digital cameras arranged in a rectangular grid. The picture captured by any camera is named here as an elemental image. As shown in Fig. 11.8, an array of equidistant cameras placed at the plenoptic reference plane can acquire sampled information of the plenoptic field. Any elemental image contains discrete information about the angles of rays passing through the center of the entrance pupil of the camera. Thus, every elemental image contains sampled information of a vertical line in the plenoptic function (see the black envelope in Fig. 11.8b). On the contrary, a horizontal line in the plenoptic diagram corresponds to a set of rays passing through the reference plane, equidistant and parallel to each other (see the white envelope in Fig. 11.8b). The pixels of a horizontal line can be grouped to form a sub-image of the 3D scene. These sub-images, which will be named micro-images here, are orthographic views of the 3D scene. Orthographic means


Figure 11.8 (a) Capture of the plenoptic field with a multi-camera system; (b) registered plenoptic field


Figure 11.9 Experimental set up for the acquisition of the elemental images
that the scale of the image does not depend on the distance from the object to the lens. Finally, an inclined line (see the dotted envelope) corresponds to the plenoptic field radiated by a point of the 3D scene.
Next, we describe a typical experiment for the capture of the plenoptic field with an experimental setup based on the IP concept (see Fig. 11.9). Although there are already some compact realizations of IP capturing setups $[57,58]$, we used the so-called synthetic aperture method [59], in which all the elemental images are picked up with just one digital camera that is mechanically translated. The synchronized positioning, shooting, and recording of the elemental images was controlled by a LabVIEW ${ }^{\circledR}$ code. The digital camera (Canon 450D) was focused at the wooden panel, which was placed at a distance of 630 mm . The camera parameters were fixed to $f=18 \mathrm{~mm}$ and $f_{\#}=22.0$, so that the depth of field was large enough obtain sharp pictures of the entire 3D scene. With the setup there is a set of $N_{H}=N_{V}=11$ elemental images with pitch $P_{H}=P_{V}=10.0 \mathrm{~mm}$. Since the pitch is smaller than the size of the CCD sensor ( $22.2 \times 14.8 \mathrm{~mm}$ ), we cropped every elemental image to remove the outer parts. In


Figure 11.10 Subset of the elemental images obtained experimentally
addition, we resized the elemental images so that any image was composed by $n_{H}=n_{V}=300$ pixels.
Next, in Fig. 11.10 we show a subset ( $N_{H}=11$ and $N_{V}=5$ ) of the captured elemental images. Note that each elemental image stores different perspective information about the 3D scene. From the elemental image set (the InI) one can easily calculate the micro-images by simply extracting and composing the pixels with the same local position in every elemental image. This transposition of the plenoptic information allowed for calculation of $N_{H}=300 \times$ $N_{V}=300$ micro-images composed each by $n_{H}=11 \times n_{V}=11$ pixels. In the Fig. 11.11 we show the complete micro-image collection.

### 11.4.2 The Plenoptic Camera

Based on the concepts reported by Lippmann, some research groups (Davies and McCormick [11], Adelson and Wang [12], and later Okano et al. [17]) proposed a technique for recording, after a single snapshot, the radiance emitted by a 3D scene. Due to Adelson and Wang, this setup is known as the plenoptic camera.
A scheme of this camera is shown in Fig. 11.12. In the plenoptic camera an array of microlenses is inserted in front of the sensor. This new architecture, in which the 3D scene is not directly in front of the MLA but projected close to it, is useful in the case of far objects, or for special applications like microphotography or ophthalmoscopy. The conjugation relations are of great importance in the plenoptic scheme. Specifically, the system is adjusted in such a way that the reference plane is conjugated with the MLA through the camera lens [1]. On the other hand, the pixelated sensor is conjugated with the camera lens (or, more specifically, with its exit pupil) through the microlenses. The images recorded by the sensor will be named micro-images here. In order to avoid overlapping between micro-images, the aperture angle of the camera lens must be equal to that of the microlenses.


Figure 11.11 Micro-images calculated from the integral image. In the inset we show a subset of $6 \times 6$ micro-images

As shown in Fig. 11.12, the plenoptic camera does not directly capture the plenoptic field emitted by the 3D scene, but the one imaged by the camera lens. However, since there is a simple scaling relation between them, it is not difficult to calculate the plenoptic field in the object reference plane. Next, in Fig. 11.13 we depict the plenoptic field captured by the plenoptic camera in Fig. 11.12. Note that only the central pixel of the central microlens captures a ray with inclination $\theta=0$, the rest of the central pixels capture rays whose inclination angle is proportional to the spatial coordinate of the center of the corresponding microlens. This is the reason for the sheared aspect of the captured plenoptic field.

Similar to that we explained in Section 11.4.1, the pixels in any vertical stack correspond to the micro-images. Here we can also compute sub-images, which are obtained by grouping pixels that have the same relative position in their respective micro-image (see the dotted envelope in Fig. 11.13). As we will see later, it is reasonable to name elemental images corresponding to the sub-images of the micro-images, and vice-versa.


Figure 11.12 Scheme of the plenoptic camera


Figure 11.13 The sampled plenoptic field captured with the plenoptic camera of previous figure

Although there are already some commercial realizations of the plenoptic camera [60,61], we prepared our own plenoptic device in an open configuration in our laboratory. In Fig. 11.14 we show the experimental setup. A camera lens of $f=100 \mathrm{~mm}$ was used to conjugate the object reference plane with the MLA. The MLA was composed of a $94 \times 59$ lenslets of focal length $f_{L}=0.93 \mathrm{~mm}$ arranged in square grid of pitch $p_{x}=p_{y}=0.222 \mathrm{~mm}$ (APO-Q-P222-R0.93 model from AMUS). A digital camera with a macro objective 1:1 was used as the relay system that imaged the micro-images onto the sensor.
After the snapshot we obtained the plenoptic frame composed of $94 \times 59$ micro-images with $31 \times 31$ pixels each. The plenoptic frame is shown in Fig. 11.15. A pair of the computed sub-images is shown in Fig. 11.16.


Figure 11.14 Experimental setup used for the capture of the plenoptic frame


Figure 11.15 Captured plenoptic frame composed by $94 \times 59$ micro-images with $31 \times 31$ pixels each. In the inset we show a subset of $5 \times 5$ micro-images


Figure 11.16 Two of the subimages (also named elemental images) computed from the captured micro-images. From the plenoptic frame in Fig. 11.15 we could compute $31 \times 31$ elemental images composed of $94 \times 59$ pixels each. Note that any subimage observes the 3 D scene from a different perspective

### 11.5 Walking in Plenoptic Space

As explained in Section 11.3, from the plenoptic function evaluated, or captured, in a given plenoptic reference plane, it is algebraically easy to calculate the plenoptic function in other planes, along with calculating the 2D pictures in such planes. To exemplify this, let us mark some specific planes in the plenoptic scheme depicted in Fig. 11.17(a) (Plate 18). To simplify the calculations, in this figure we have considered that the MLA is conjugated, through the camera lens, with infinity, so that $g=f$. Besides, since $f$ is much larger than the focal length of the microlenses, the distance $g^{\prime}$ can be approximated by $f_{L}$.
Let us calculate first the plenoptic field at a plane $\left(x_{0}, \theta_{0}\right)$ placed in front of the MLA, at a distance $t$,

$$
\begin{equation*}
\binom{x_{1}}{\theta_{1}}=T^{-1}\binom{x_{0}}{\theta_{0}}=\binom{x_{0}-t \theta_{0}}{\theta_{0}}, \tag{11.7}
\end{equation*}
$$



Figure 11.17 (Plate 18) (a) Scheme for the calculation of the plenoptic function in planes parallel to the MLA; (b) the plenoptic field as evaluated in the plane of the camera lens is equivalent to the one captured with an IP setup. See plate section for the color version


Figure 11.18 (a) Captured plenoptic field, (b) plenoptic field in the plane ( $x_{1}, \theta_{1}$ ), which is obtained after shearing the captured plenoptic function, and (c) irradiance distribution at the plane ( $x_{1}, \theta_{1}$ ), obtained after projecting the sheared plenoptic function
consequently,

$$
\begin{equation*}
L_{1}(x, \theta)=L_{0}(x-t \theta, \theta) \tag{11.8}
\end{equation*}
$$

And therefore the picture in such plane can be calculated as

$$
\begin{equation*}
I_{1}(x)=\int L_{0}(x-t \theta, \theta) d \theta \tag{11.9}
\end{equation*}
$$

In Fig. 11.18 we illustrate this transformation. Note that Eqs (11.8) and (11.9) are valid for both positive and negative values of $t$, and therefore valid for calculating pictures in front or behind the MLA.

Now we calculate the plenoptic field in the plane of the camera lens (before the refraction),

$$
\binom{x_{2}}{\theta_{2}}=(T \cdot C)^{-1}\binom{x_{0}}{\theta_{0}}=\left(\begin{array}{cc}
1 & -f  \tag{11.10}\\
1 / f & 0
\end{array}\right)\binom{x_{0}}{\theta_{0}}=\binom{x_{0}-f \theta_{0}}{x_{0} / f}
$$

In Fig. 11.19 we illustrate this process.


Figure 11.19 (a) Captured plenoptic field; (b) plenoptic field in the plane placed just before the refraction in the camera lens

As we can see from Eq. (11.10) and Fig. 11.19 (and have illustrated in Fig. 11.17(b)), the plenoptic field captured by the MLA placed at the back focal plane of the camera lens is nothing but a sheared and rotated version of the plenoptic field that could be captured by an adequate IP system placed at the camera-lens plane. A similar relation holds in the opposite direction; from the plenoptic field captured with an IP system, it is possible to calculate the plenoptic field captured by the proper plenoptic camera. The transposition relation of both plenoptic fields [15] can be useful for the calculation of elemental images from the micro-images captured with a plenoptic camera or vice versa. This property permits us, for example, to state that the micro-images calculated in Fig. 11.11 are similar to the micro-images captured directly with a proper plenoptic camera.
Finally, the plenoptic field at the plane $\left(x_{3}, \theta_{3}\right)$ can be calculated either from the plenoptic image or from the corresponding integral image,

$$
\binom{x_{3}}{\theta_{3}}=\left(\begin{array}{cc}
1 & -d  \tag{11.11}\\
0 & 1
\end{array}\right)\binom{x_{2}}{\theta_{2}}=\left(\begin{array}{cc}
1-d / f & -f \\
1 / f & 0
\end{array}\right)\binom{x_{0}}{\theta_{0}} .
$$

Therefore the picture in such plane can be calculated as

$$
\begin{equation*}
I_{3}(x)=\int L_{2}(x-\theta d, \theta) d \theta=\int L_{0}(x(1-d / f)-f \theta, x / f) d \theta \tag{11.12}
\end{equation*}
$$

### 11.6 Reconstruction of Intensity Distribution in Different Depth Planes

As explained in Section 11.5, from the sampled version of the plenoptic field captured either with an IP setup or with a plenoptic camera, it is possible to calculate the irradiance distribution in different transverse sections of the original 3D scene. Although the integral image and the plenoptic image carry the same information, they are useful for different proposals. In particular, it is more convenient to use the integral image for implementing reconstruction algorithms, since it is composed of a low number of elemental images with a high number of pixels each.
The numerical reconstruction can be made by use of different algorithms. However, all are based on the same principle of shearing the plenoptic function and applying the Abel transform. This procedure can be visualized more intuitively, as shown in Fig. 11.20 (Plate 19), as projecting the pixels of any elemental image through a pinhole placed at the center of the corresponding microlens onto the corresponding reconstruction plane.
From the scheme, we can see that there is a univocal relation between the position of the reconstruction plane and the degree of overlapping between projected elemental images. Specifically, the degree of overlapping, $M$, is

$$
\begin{equation*}
M=\frac{z_{R}}{g}=\frac{N}{N-n} \tag{11.13}
\end{equation*}
$$

where $N$ is the number of pixels per microlens and $n$ is the number of pixels that overlap with the neighboring projected elemental image. It is apparent that the higher the degree of overlapping, the smaller the number of pixels of reconstructed images. To avoid unbalanced values of pixels of reconstructed images, the reconstructed pixels must be normalized, taking


Figure 11.20 (Plate 19) Scheme of the conventional reconstruction algorithm. In this figure, the number of pixels per microlens is $N=5$. See plate section for the color version
into account the number of projected pixels that contribute to any reconstructed pixel. In planes where the projected pixels do not match (i.e., in case of non-integer value of $n$ ) it is also possible to calculate the reconstruction. But the algorithm is slower, since it has to evaluate the percentage of contribution of any projected pixel to the pixels of the reconstructed images.

To show the power of reconstruction procedure, we have calculated, from the elemental images shown in Fig. 11.10, the irradiance distribution (i.e., the reconstructed picture) in some depth planes. The reconstructed pictures are shown in Fig. 11.21. Note that the resolution of the images is similar to the resolution of the elemental images [62]. The segmentation capacity, that is, the capacity of blurring images of out-of-focus planes, is determined by the number of elemental images and also by their parallax. In this experiment, the segmentation capacity is so high that the cook seems to disappear in the last reconstructed image.

As stated previously, the same reconstruction algorithm can be applied to the images obtained in the plenoptic experiment of Fig. 11.14. In this case the input for the algorithm is not the micro-images registered by the camera but the elemental images calculated after applying the transformation of Eq. (11.10). The reconstructed images are shown in Fig. 11.22. As in the previous case, the number of pixels of the elemental images (i.e., the number of micro-images) determines the resolution of reconstructed images. The number of elemental images (i.e., the number of pixels per micro-image) determines the segmentation capacity. These reconstructed images are poorer than the ones obtained here from the IP experiment. This is because the number of pixels in each elemental image, along with its parallax, is much lower.


Figure 11.21 Reconstruction of the 3D scene in: (a) the plane of the hand; (b) the plane of the eyes; (c) the plane of the house; (d) the wooden panel


Figure 11.22 Reconstruction of the 3D scene in (a) the plane of the flag, (b) the plane of the fir, and (c) the plane of the chart


Figure 11.23 Scheme of capture and display process in integral photography. (a) In the capture stage any microlens stores different perspective information of the 3D scene. (b) In the display, any of the pixels in the panel can produce a light beam after passing through the corresponding microlens. The intersection of the light beams produces a light distribution that reconstructs the 3D scene


Figure 11.24 Four views of the 3D image displayed by the IP monitor after projecting on it the plenoptic frame as shown Fig. 11.11

### 11.7 Implementation of the Integral Imaging Display Device

When the integral (or the plenoptic) photography is acquired with the aim of projecting it onto an IP monitor, one should take into account the following facts. (1) The IP monitor is composed by a pixelated display (like a LCD or a LED display) and a MLA adjusted so that the display panel is at the front focal plane of the microlenses. (2) Since the resolution unit of an InI monitor is the pitch of the MLA [63], one should select a MLA with a high number of small microlenses. (3) Since the perspective resolution is determined by the number of pixels behind any microlens, one should arrange the display so that the number of pixels per microlens is about $12-16$. (4) The images projected behind the MLA should be processed in a way that the monitor would project an orthoscopic 3D image. (5) The displayed 3D image should be centered at the display plane, so that some parts of the 3D image should be floating in front of the panel, and other parts should be behind it.
Next, in Fig. 11.23 we show a scheme of the display process in an InI monitor.
The easiest way of satisfying all the constraints listed previously is by projecting a plenoptic frame onto the display panel. As explained in previous sections, a plenoptic frame can be recorded directly with a plenoptic camera. Another solution is to record an IP with an array of digital cameras and later calculate the transposed plenoptic frame. Both, the IP and the plenoptic capture should take into account the parameters of the display. For example, we have prepared an IP monitor by using an iPad with retina display, consisting of $2048 \times 1536$ RGB pixels with width $\Delta_{x}=\Delta_{y}=89.0 \mu \mathrm{~m}$, and a MLA composed by lenses with $f_{L}=3.0 \mathrm{~mm}$ and pitch $p_{x}=p_{y}=1.0 \mathrm{~mm}$. Thus, the plenoptic frame should be composed by up to $186 \times 140$ micro-images with $11 \times 11$ pixels each.
The calculated plenoptic frame shown in Fig. 11.11 is precisely composed by micro-images with $11 \times 11$ pixels each. Thus, it is ready to be projected onto the display device. In Fig. 11.24 we show some views of the IP display. The horizontal and vertical parallax of the 3D image


Figure 11.25 Two views of the 3D image displayed by the IP monitor after projecting on it the plenoptic frame shown Fig. 11.15
displayed by the monitor can easily be seen. Although it is not possible to show it here, some parts of the displayed scene were floating out from the monitor and others into it. This was clearly seen by binocular observers.
In our second display experiment we projected onto the panel the plenoptic frame captured directly with the plenoptic camera, see Fig. 11.15. Note that although in Fig. 11.25 we show only the horizontal parallax, the displayed images also have vertical parallax. As in Section 11.6, the quality of this image is much poorer than that of the previous one. This is because the total number of pixels involved is much smaller.
Naturally there are some computational methods, not used here, that would permit to recalculate the plenoptic frame so that the number of micro-images and the number of pixels per microimage could be adapted to the parameters of the IP monitor [64,65].

### 11.8 Conclusion

The aim of this chapter is to expose integral photography; a technique that, although reported more than a century ago, has been recently revealed as the most effective method for the aim of projecting 3D pictures or movies to audiences or more than one person. We have explained the physics behind the IP concept and the relation to other realizations of the same concept. We have shown that there are mainly two different ways of implementing IP. In both cases, it is possible to apply computational reconstruction algorithms and also to implement IP monitors. Although the level of development of IP is currently high, a significant improvement in resolution, segmentation capacity, viewing angle, and development of new applications is expected in the next few years.
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