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12.1 Chapter Overview

The images displayed on image panels and screens to generate various forms of three dimen-
sional (3-D) images in 3-D displays are formatted many different ways based on spatial,
temporal, and spatiotemporal multiplexing, in order to deal with the required amount of image
data to be displayed and to fit onto an available display. The image formats of different 3-D
imaging methods such as multiview, volumetric, and holographic are unique from each other:
The image format for multiview includes a set of different view images for generating the
virtual arrangement of voxels in imaging space; for volumetric, a set of depth-wise images
generate a spatial arrangement of voxels in space; and for holographic methods a set of images
laden with fringe patterns generate a spatial image with a continuous depth. Currently, the main
display means of these images for the three methods is the flat panel display for plane images,
and display chips like DMD and LCoS. It is expected that this trend will continue in the future
because the means are rapidly developing to have more pixel density and resolution.

In this chapter, image formats of various 3-D imaging methods, such as multiview, volu-
metric, and holographic methods, which will fit into flat panel displays are presented based
on their multiplexing schemes. Regarding the image format, methods of loading multiview
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images on the unit image cell and creating the image cells of different shapes, and 3-D images
obtained by each image format, are introduced.

12.2 Introduction

The same object or scene can be captured as images with several different forms. These
images of different forms can reproduce the original object/scene as long as they contain
object information in a certain fashion and a proper display mechanism appropriate for each
of the image forms is available, as demonstrated by CGH (Computer Generated Hologram).
In the hologram, the phase information of object points is the most important data because
it preserves the depth information of each object point. The phase information is preserved
as interference fringes in the hologram but the interference fringes are not the only way of
preserving this information. An open hole in each of the boxes in a checker board pattern can
preserve the phase information if its relative position in the box can be changed according to
the phase of a point represented by the box, as demonstrated by the Lohmann hologram [1].
Three-dimensional imaging methods have been developed by finding new image formats for
preserving a scene and/or object with its depth information more accurately, and inventing an
appropriate mechanism of reproducing the object and/or scene and its depth information as it
is in the image from each of the image forms.

Three-dimensional imaging methods can be grouped into three based on their image forms
and reproducing mechanisms to achieve a depth sense with the images. They are: multiview
imaging including stereoscopic images, volumetric and holographic imaging [2]. The govern-
ing factors defining the image format of the first methods are (1) the total number of multiview
images [3], which will be loaded in the display panel/projection screen where the multiview
images represent a set of images viewed at different viewing directions of (an) object(s) or
a scene; (2) the shape of an image cell, which will work as a unit of loading the multiview
images; and (3) multiplexing schemes of the multiview images. The multiview image defines
the scene/object space that will be presented through a display panel/projection screen, and
neighboring images within the multiview images should be fused as an image with a certain
depth. The basic image cell for loading multiview images on a display panel is a pixel cell
[3,4]. The display panel consists of an array of pixel cells. The pixel cell can be made to have
many different shapes in order to enhance image quality [5]. The minimum number of different
view images in multiview images is two for stereoscopic images [6]. The image format is not
even related to the number of different view images but is related to their presentation in the
panel/projection screen. The multiview images can be presented simultaneously, time-wise, or
part of the images simultaneously and the others time-wise, in order to make them be perceived
with depth by viewers within a given time period. These image presenting practices are called
multiplexing schemes. There are three different multiplexing schemes of spatial, time, and spa-
tiotemporal [7]. This order corresponds to the order in the previous statement. The image cell
is a spatial multiplexing method of the multiview images. There is another image format that
doesn’t require any multiplexing scheme, though it is far coarser than that based on the pixel
cell [8]. This format is defined by the pixel patterns in the display panel corresponding to the
virtual voxels formed in the viewing zone-forming geometry of contact-type multiview 3-D
imaging [3].

The volumetric imaging has two different image formats: One is composed of a set of
images like the multiview. However, the images are not from different viewing directions
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but from different depth-wise positions of a scene or (an) object(s) [9]. These images can be
displayed using the same multiplexing schemes as the multiview. Another has a completely
different image format from the first because it is composed of a set of voxels that will form
a spatial image in a given imaging space as the image on a glass block [10]. These voxels
can be created one by one in a time sequentially [11], or spatially, and spatiotemporally
[12]. Holographic imaging has a completely different image format to the multiview and the
volumetric because most of the holographic images are composed of interference fringes.
The interference fringes are presented as an acoustic wave train [13,14], on a display panel,
or display chips [15–17]. The acoustic wave train is spatiotemporally multiplexed to make
a hologram frame the panel/chips by either spatial or time multiplexing. There are other
image formats for the holographic imaging. One of them is composed of open holes of
different heights, as in the Lohmann hologram. The Lee hologram has slightly different
image format to the Lohmann hologram [18]. This hologram divides the box in the Lohmann
hologram into four equal segments in horizontal direction, and fills the segments with real and
imaginary parts of amplitude and phase. The zebra hologram is a stereo-hologram that has
the same image format as the multiview [19]. The multiview images are spatially multiplexed
in this hologram. FLA (Focused Light Array) imaging [20] is another stereo-hologram
type of imaging that has the same image format as the multiview but the images are
time-multiplexed.

12.3 Multiplexing Schemes

Multiplexing is arranging scheme of image data for display and transmission. It defines the
image format for different 3-D imaging methods. The multiplexing schemes in 3-D imaging
present required image data in a display device within a given time slot in order for view-
ers to perceive depth senses. Since 3-D imaging requires much more image data than the
plane image, a proper multiplexing scheme is naturally needed to display all this data within
the pre-determined time slot. However, the selection of a proper multiplexing scheme solely
depends on an available display means. So far, many different display means have been intro-
duced [3,7]. But the flat panel display is still considered best display means for 3-D imaging.
The reason is simple: no moving components and compatibility with all image formats. The flat
panel display will be the dominant display means for 3-D imaging in future, as long as the com-
patibility exists. However, the currently available flat panel displays are not fit for displaying
multiview 3-D and holographic images. The most important parameters of flat panel displays
for 3-D imaging are number of pixels, pixel size, and operating speed. The number of pixels,
that is, the resolution, indicates how much detail in the scene/object can be displayed and the
data amount that can be displayed. The pixel size reveals the minimum resolvable object/scene
details. The operating speed will be the same as the resolution. There is no strict requirement
for resolution in 3-D imaging, but the recommended resolution is the total resolution of mul-
tiview images to be loaded on the display. The resolution requirement of holographic imaging
depends on the viewing angle and hologram size. For the case of a hologram of 10 cm2 with
a 30∘ viewing angle, (166 667)2 pixels are needed. The operating speed of the display can
effectively increase the display’s resolution. When the speed becomes twice the typical dis-
play panel, the effective resolution will be twice its resolution by time multiplexing. The pixel
size is especially important for holographic display because viewing angle is determined by
pixel size of the flat panel.
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Hence, no flat panel displays currently available can be used for 3-D imaging, except for
stereoscopic imaging. This lack of a proper display panel leads to interest in display chips.
Display chips have small active surface areas but their resolutions are higher and pixel sizes
are smaller than those of flat panel displays. Furthermore, one of the chips, the DMD (Digital
Micromirror Device) has a very high operation speed. Its speed allows the display of several
100 000 frames/sec [21]. These properties of display chips allow use of all three multiplexing
schemes in 3-D imaging. Projection type 3-D imaging is the most typical application of the
display chips.

As mentioned before, there are three different multiplexing schemes: time, spatial, and spa-
tiotemporal. In time multiplexing, the image data is arranged sequentially by time and is
arranged in parallel for spatial multiplexing. The spatiotemporal scheme uses both time and
spatial multiplexing: The time multiplexing scheme has been mostly applied to the 3-D pro-
jection type, and volumetric imaging with use of a high speed projector. Each view image,
that is, a component image consisting of multiview images, is projected at the same time as a
time sequence to a screen with an optical power for the projection-type and of different layer
images, to a rotating screen with a certain surface curvature, or a translating flat screen for
volumetric imaging systems. In this scheme, either each view image of multiview images or
each layered image from all layered images are sampled for a short time period and then pro-
jected in a specific order in a time sequence to the screen. This projection will be repeated with
different time slot images of the multiview or the layered images for a number of times/sec so
as not to cause any image flickering to viewers. This scheme is the principle behind displaying
stereoscopic images in the commercial eyeglass type of stereoscopic displays based on a high
speed LCD [22]. It is also applied to the volumetric imaging generating an object’s contour
image with use of a set of voxels that are formed by a scanning laser beam as a programed
time sequence in synchronization with the screen movement or on the imaging space [23–26].

Spatial multiplexing is mostly applied to 3-D imaging when high speed display devices are
not available. This multiplexing scheme displays all required image data simultaneously on (1)
multiple display devices as in the projection-type systems with normal speed projectors, and
volumetric and electro-holographic imaging based on many display panels/chips [16,27], and
(2) a display panel by reducing the resolution of each view image in contact-type multiview
3-D imaging. For the case in (1), a complete image frame is divided into several parts and
each part is displayed in a separate display panel. The image from each display panel should
be combined spatially as a large size image with the images from other display panels. For the
case in (2), either a specific image column or a pixel from each view image or different view
images in the multiview images to be displayed are sampled periodically, and then they are
rearranged as a spatial image sequence to be a full frame image.

Spatiotemporal uses both time and spatial multiplexing simultaneously to deal with more
different view images than the high speed projector can deal with in multiview imaging [28],
and a large amount of image data such as (166 667)2 pixels as in electro-holography. Typical
examples of spatiotemporal multiplexing are electro-holographic systems based on a single
AOM (Acousto-Optic Modulator) with many parallel input channels [29] and multiple AOMs
aligned in parallel [30]. The signals in these AOMs are time multiplexed to generate a frame
of a hologram and to increase hologram size. Another example of multiplexing is the mul-
tiview image system based on combining two time multiplexed multiview image channels
spatially, such that the viewing region of each channel is joined to another without any overlap
between them, in order to make a single viewing zone [31]. The multiplexed image is loaded
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to the display devices of the 3-D imaging systems in such a way that each component image is
easily separated from the others in the multiplexed image sequences for the multiview imag-
ing, because its depth cue is the other parallaxes. For volumetric and holographic imaging,
the multiplexed image should be loaded to generate a desired spatial image with a volume.
The typical practice of loading the image sequence to the display devices is: (1) allocating
each separated image to its corresponding projector in the spatial multiplexing scheme, or for
a fixed time period to a high speed projector; (2) changing the image data as a line image
sequence in time, such as transforming the sequence as an analog type line image signal as in
an electro-holographic system to fit on the available display device; and (3) arranging multi-
view images on the display panel as a pixel cell array. In the electro-holography system based
on AOM, each line of CGH should be transformed to an analog type line image signal with
a chirp signal pattern to excite the AOM. To display multiview images simultaneously in a
display panel, these images should be arranged as the pixel cell unit is. The pixel cell is a basic
unit of loading multiview images on a display panel. The contact-type multiview images can be
arranged either in an image base as in IP (Integral Photography) [32–34], or in a pixel or pixel
line base as in the MV (multiview). The IP and the pixel base MV format are for displaying full
parallax 3-D images. The difference between IP and MV in their equivalent optical geometries
is that IP has a parallel projection configuration and MV a radial projection configuration [35].
The difference between MV and IP type projection configurations and typical projection type
multiview 3-D imaging with radial and parallel projection configurations is that the images
are focused at the screen plane for the projection type but there is no focused plane for the
IP and MV. Each projector image is continuously expanded with distance from the display
panel, though there is a plane where all projector images are completely superposed together
in MV. This plane is called the viewing zone cross section and it defines the viewing distance
in MV. In this plane, all multiplexed images are individually separated from others. The space
surrounding this plane is defined as the viewing zone because viewers can perceive a depth
sense from the multiview images on the display panel here.

12.4 Image Formats for 3-D Imaging

The factors affecting image formats for 3-D imaging are not only the multiplexing schemes but
also the content of the component image, and the specific parallax direction to which each 3-D
imaging is intended for. There are two parallax directions: full and horizontal. The full means
parallaxes are given to both horizontal and vertical directions. The horizontal, the parallaxes
exist only in the horizontal direction. The contents of each of the component images in mul-
tiview, volumetric, and holographic imaging are completely different, as mentioned before.
The component image for multiview imaging is obtained mostly with a camera. For volumet-
ric imaging, the image can also be obtained with a camera, but extra effort is necessary to
extract depth-wise scenes from the image. These depth-wise scenes can also be used to create
voxel points for contour images. The component image for holographic imaging is completely
different from that of the multiview and the volumetric but still can be obtained with a camera,
as in digital holography [36]. However, in most cases, the component image is calculated by
a computer, that is, CGH. As indicated, no camera can record the data amount. Furthermore,
the laser beam, which is the main light source for recording holograms, doesn’t have enough
power to illuminate a natural scene and the requirements of recording the hologram are too
difficult to be fulfilled in outdoor conditions. This is the reason why CGH is the main method



272 Multi-dimensional Imaging

of obtaining a hologram for holographic imaging. The stereo-hologram makes it possible to
display natural scenes holographically [37] but its reconstructed image consists of one- or
two-dimensional arrangements of multiview images as in the IP type of multiview 3-D imag-
ing. There is no difference between images projected to viewers’ eyes if the multiview images
have the same resolution between them. But in practice, the resolution of IP is much smaller
than that of the stereo-hologram. In this section, various image formats for 3-D imaging will
be described.

12.4.1 Image Formats for Multiview 3-D Imaging

As mentioned before, multiview 3-D imaging requires a set of images that are called multi-
view images and originate from a multiview camera array. This camera array can have a 1-
or 2-D form, which is aligned in parallel or radial with an equal distance between cameras in
both horizontal and vertical directions. The component cameras in this array have the same
optical characteristics. The multiview images can be numbered 1–k, depending on their cor-
responding camera orders from left to right in the camera array. For the 2-D array, the images
will be numbered from (𝓁 − 1)k + 1 to 𝓁k, where 𝓁 = 1 to L (L = the number of vertical
lines) for further description. There are several image formats for this type of imaging. In this
sub-section, the image formats for projection-type, for MV and IP, for virtual voxel-based and
intensity sharing, are different to each other. Furthermore, the shapes of pixel cells also bring
different image formats in the type of contact.

12.4.1.1 Projection and High Speed Display Type

Projection type multiview imaging can be divided into three groups based on the multiplexing
schemes they adopt. This type of display can use all three multiplexing schemes. The first
group is based on the time-multiplexing scheme with use of a display device that is capable of
projecting images at high speed.

In the high speed projection and display-type, to display k different view images time sequen-
tially, display devices should have the speed of no less than 60 k fields/sec for the interlace
(high-low) scanning type as in the high speed CRT and 60 k frames/sec in the high speed
display chip-like DMD in order to display a flicker-less image at the usual TV brightness
conditions. Hence, the sampling period for each field should be less than 1/60 k/sec (for each
second, k views × 30 frames/sec × 2 fields/frame should be displayed). For example, to dis-
play five view images, a 300 fields (frames)/sec sampling rate is required. Therefore each field
should be sampled within 3.33 ms. This type uses three different image formats deduced from
the dividing methods of each component image; such as interlacing, high-low, and full frame.
The first one is the interlacing format. This format divides each frame of each component
image into two parts by scanning all odd lines in the frame first and then all even lines in the
frame. Hence, all odd lines in the frame in each of the component images in multiview are
displayed with the order of 1–k and then even lines in the frame in the same order as the odd
lines. Following this frame, the second, third, and so on, frames of each component image fol-
low in the same sequence as the first frame. This format was popular for the high speed CRT
(Cathode Ray Tube) based 3-D imaging, such as eyeglass-type stereoscopic imaging methods
based on color filters (anaglyph), polarization and high speed shutter glasses, and multiview
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imaging based on aperture-sharing with high speed shutters [38]. However, CRT has almost
completely been replaced by flat panel displays.

The second format is the high-low type. In the high-low format, each frame of each compo-
nent image is divided into two equal parts; that is, top half and bottom half of the frame. All
the rest of the sequence is the same as in the interlacing format. The operation of the high-low
format is shown in Fig. 12.1 for the case of k = 5. The sampling time of each field should
be not more than 3.33 ms in this case for a 60 k field rate. The first frame scanning period for
all five different component images cannot exceed 33 ms. This high-low image format can be
equally applied to the all imaging methods for the interlace format.

The high-low format was also applied to the CRT but this format fits better to the progressive
scanning type of display, such as the LCD, because image lines are scanned from top to bottom.
This image format is used in the shutter-glass type of high speed LCD based stereoscopic
imaging system [22]. The LCD in this system works at a 120 frames/sec rate but the operating
speed was increased to 240 Hz/sec with use of the high-low format. The full image format
can be realized when the high speed display chip like DMD is used instead of the high speed
CRT. Since DMD can operate at more than 100 000 frames/sec, this frame speed allows 1667
different view images to be displayed with the full frame rate of 60 frames/sec. The full frame
image format can be used instead of interlacing or high-low formats. The frame sequence is
the same as the interlacing. Necessary to use this format is to replace the even/odd fields or
high-low fields with the full frames.

The second group is based on the spatial multiplexing scheme. In this group, each component
image is projected by its own projector. Hence, if there are 𝓁k different view images, 𝓁k projec-
tors should be aligned either in parallel or radially along both horizontal and vertical directions
for full parallax image generation. The 𝓁 = 1 case, that is, a horizontal projector array for a
horizontal parallax only (HPO) image is typical for this scheme. All 𝓁k projectors project the
focused component images on the projection screen and their optical axes are directed to the
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center of the projection screen for the radial arrangement as shown in Fig. 12.2. The compo-
nent images on the screen will be overlapped together with a certain distance between them
for the parallel and with the same image center for the radial, Hence, all images will be mixed
as shown in Fig. 12.3. Therefore, the image format of this group is difficult to define. However,
each component image will be separately viewed at the viewing zone of the display system
because the optical power held by the projection screen images is separate from the output
pupil of each projector’s objective at the viewing zone as shown in Fig. 12.2.

The third group is based on spatiotemporal multiplexing. When available, a high speed
projector can display images at a rate of 60 kfields/sec, this speed allows display of only
k different view images at most, where k can be any integer. To display more than k view
images with the same projector, more than two projectors of the same kind should be combined
spatially. One example of the scheme is spatially combining two time-multiplexed multiview
image channels by joining their viewing zones without overlap, as shown in Fig. 12.4. In this
scheme, two time multiplexed channels are merged at the input pupil of an objective by a tri-
angle prism. With this combination, at most, 16 different view images can be displayed with
the eight-view image capable display device [31]. Figure 12.4 also shows the image format
of a channel for this display system. In this case k = 8. The sequence is not different from
Fig. 12.1, except for the image numbers. The same sequence in Fig. 12.4 will be repeated for
9–16 view images for channel 2. These two channels work simultaneously.
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12.4.1.2 MV and IP Types

The typical contact-type multiview 3-D imaging consists of a flat panel display and viewing
zone forming optics (VZFO). The active surface of the flat panel display consists of image cells
named pixel cells [39]. This cell is the unit of loading multiview images on the panel. The pixel
cells can be arranged 1- and 2-D for HPO image and full parallax images, respectively. The
VZFO is formed by an array of elemental optics. Each elemental optic has the property of a
lens. The array dimension of the elemental optics in VZFO is the same as that of pixel cells
in the panel. However, the dimensions of a pixel cell and elemental optics can be equal or can
be different. This difference between sizes of the pixel cell and elemental optic divides the
imaging into IP and MV. IP is the equal case and MV is the “different” case. This difference
makes the optical appearances of IP and MV similar to parallel and radial projection config-
urations, respectively. IP and MV also have other differences. They have a different way of
loading images on pixel cells, and IP has originally been developed for full parallax imaging,
but MV is used for HPO. However, there is no problem making MV have a full parallax image.
Each pixel cell in IP is filled with an entire view image; hence, the cell has another name of
elemental image. For the MV, the pixel cell is filled with a pixel from each view image. In
Fig. 12.5, the image formats of IP and MV are compared. When there are 15 (5 × 3) multiview
images with 3 × 3 pixels for each view image, all these are loaded on the panel in the same
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image order as in the multiview image set. To load all these images, the image panel resolution
should be not less than 15 × 9, which corresponds to the combined resolution of the multiview
images. Since each of the multiview images works as an elemental image, there are 5 × 3
elemental images on the panel.

So, VZFO should consist of a 5 × 3 elemental optic array. For the MV case, the image
format is very different to IP. The 15 multiview images are grouped into a 3 × 3 pixel cell
array. The array numbers are the same as the pixel array in each view image. Each pixel cell
consists of a 5 × 3 pixel array. These numbers are the same as the image array of the multiview
image set. The panel consists of a 3 × 3 pixel cell array. So, VZFO should consist of a 3 × 3
elemental optic array. The pixel cell consists of the same number pixels from the multiview
images when pixels in each view image are numbered as they are in Fig. 12.5. The pixels in
each view image should be numbered the same way as those in other different view images.
The same number of pixels are arranged first in their image order in the multiview image set,
then this arrangement is rotated 180∘ to count the image inversion by the elemental optics. The
pixel cells are arranged in the display panel in their pixel number order, as in each view image.
These two image formats indicate that the resolution of each view image should be reduced
by 5 × 3 times to fit onto the display panel when the original resolution of each view image
is considered to have the resolution of the panel; that is, the resolution of each view image
is reduced five times in the horizontal direction and three times in the vertical direction. It is
typical that the horizontal resolution is reduced more than the vertical because more different
view images are necessary in the horizontal direction than the vertical in order for viewers
to perceive a smooth parallax change in the horizontal direction. The 5 × 3 corresponds to
the image array on the multiview image set. This resolution reduction scheme is shown in
Fig. 12.6. A 5 × 3 pixel array is reduced to a pixel. Hence there is no doubt that the image
details are lost by this resolution reduction for each view image. This means that the image
quality of each view image will deteriorate tremendously. This is the main reason why the
multiview imaging system could not stay on the market. To improve the resolution of each
view image, each of the R (red), G (green), B (blue) sub-pixels are also used as independent
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pixels. In this way, the resolution of the display panel can be effectively increased three times,
but this doesn’t help much because the desired number of different view images is far more
than 5 × 3. Figure 12.5 pertains to the full parallax imaging case. IP can also work as HPO
imaging [40].

For the case of HPO imaging, the multiview image set has a 1-D image array. To match with
this image array, the pixel cells/elemental images are also arranged one-dimensionally in the
display panel. In Fig. 12.5, the 1-D image array corresponds to 5× 1. Hence, the image formats
for HPO are the same as the first three lines of the images on the display panel for both cases in
Fig. 12.5. There are five elemental images in IP and three pixel cells in MV. Each pixel cell is
composed of a vertical image line from each view image in MV. Since the height of each view
image equals three pixel heights, it cannot fill the display panel. To fill the display panel, the
height of each view image should be equal to nine pixel heights. This means that the vertical
resolution of each view image should keep the original resolution as shown in Fig. 12.6. So
the pixel resolution of each view image should be 3 × 9. Only the horizontal resolution of each
view image is reduced five times. The image formats for HPO case are shown in Fig. 12.7.
When a high speed LCD is used for both image panel and VZFO to display a stereoscopic
image, it is possible to give a full panel resolution to each view image. In this method, VZFO
is an active element for which characteristics can be controlled electronically. Each view image
is divided into two parts of odd and even column images. These four images are combined on
the display panel such that odd image from view 1 and the even image from view 2 are arranged
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Figure 12.7 Comparisons of 1-D image arrangements in MV and IP
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as in the MV image format, and then the even image from view 1 and the odd image from view
2 are combined as the MV image format: but in this case, the view 1 and view 2 order should
be reversed. So the odd image of view 2 and the even image of view 1 are loaded to odd and
even column lines of the display panel, respectively. Furthermore the positions of all elemental
optics in the VZFO are electronically shifted a half a period to the right or left, synchronized
with the second image format. By this shifting, the viewing regions of the view image 1 and 2
don’t change, although the image order is changed. Hence, each view image is provided with
the full display resolution [41].

There are several more image formats for HPO MV [42–44]: The multiview images can
also be arranged in either a zigzag [42] or slanted line style [43]. These schemes use each
of the RGB sub-pixels as a pixel. In the zigzagging line style, the height and width of each
sub-pixel is designed to be the equal to and 1/6 of a pixel width, respectively. Hence the gap
between sub-pixels is also 1/6 of a pixel width. In the display panel, the sub-pixels are aligned
vertically. When there are k different view images, the sub-pixels in each pixel cell are aligned
in such a way that if the view 𝓁 pixel is aligned at the sub-pixel, view 𝓁-1 pixel can be either the
sub-pixel directly above, or one sub-pixel down and one sub-pixel distance to the right from the
view 𝓁. When 𝓁 = 1, the direct above and the down-right sub-pixels have the view k. And then
the same procedure repeats. This is a rule of arranging pixels in a pixel cell in this scheme. By
this rule, if pixels from odd numbered view images within k view images are aligned in a linear
fashion, pixels from even numbered view images immediately follow the odd numbered view
images along the same line. The pixels from even numbered view images are also followed
immediately by those from the odd numbered view images. These sequences will be repeated
until the sequence reaches the right side edge of the display panel. So pixels in a horizontal
line of the pixel cell in Fig. 12.7 are arranged in two horizontal lines in such a way that one
line is for pixels from odd (even) numbered view images, then the other line the pixels from
even (odd) numbers. Hence, the pixels from different view images are arranged in a zigzag
way. This scheme uses a lenticular plate composed of slanted lenslets with a negative slope
of 1/6, as the VZFO. This slope corresponds to the slope angle of −9.46∘. Figure 12.8 shows
the image format for the zigzag scheme in the case of k = 7. The number on each sub-pixel
represents a different view image number. The pixel cell in this scheme is defined as the area
under each lenslet. Figure 12.8 shows that the sub-pixel in directly above the sub-pixel marked
2 in the second line is marked 3, and the sub-pixel at the one sub-pixel down and sub-pixel
distance to the right from the sub-pixel marked 2 in the second line, is marked 3 too. It also
shows that the sub-pixels found by this rule are marked 1 when 7 is reached. Furthermore, the
pixels from odd numbered view images, 7, 5, 3, and 1 appear at odd number lines and those
from even number, 6, 4, and 2 at even number lines for the first pixel cell, but the pattern is
reversed for the second pixel cell. This indicates that the pixels from odd and even numbered
view images repeatedly appear along each pixel line of the display panel.

If the first line repeats with the order of odd and even, then the second line goes even and
odd, and the third line odd and even, and so on. This scheme allows increase in the horizontal
resolution of each view image twice by scarifying the vertical resolution twice. At the view-
ing zone of this scheme, the viewing region of each view image appears in the order of 1–7
from left to right. The lenslet slope angle, of −9.46∘ allows the appearance of viewing regions
of even numbered view images at the gap between the odd numbered view images’ viewing
regions, and pixels from each view image get RGB colors vertically for every five rows, as
specified by broken lines for the pixel of view number 5. However, this image format forces
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Figure 12.8 A zigzag type image arrangement

the active area of the display panel to be reduced to half the typical size due to the gaps between
sub-pixels.

In the slanted line style arrangement, the pixels are arranged in the same way as in Fig. 12.7,
except shifting N pixels for Nth row to the left. These shifted pixels will be eliminated from the
format. In this way, each view image is shifted one sub-pixel to the left from its previous line.
This arrangement results in a virtually slanted type image format. To fill the empty surface
created in the right side by this left side shifting, different view images with parallelogram
shapes should be prepared. The slanting angle is calculated as in following: since a sub-pixel
is shifted to the left for every next row, tan−1(1∕3) = 18.40 because each sub-pixel has 1/3 of
a pixel width. It has a positive slanting angle.

The image formats mentioned in this section share mostly the horizontal resolution of the
display panel. But it is also possible to display multiview images by sharing the vertical res-
olution, without affecting horizontal resolution. The fashion of sampling each view image
is the same as in Fig. 12.7, however, the sampling direction is different. But in this case, a
VZFO, which is capable of separating each horizontal line image from the vertically multi-
plexed multiview images and then directing them to their corresponding horizontally divided
viewing regions, is needed. The VZFO composed of horizontal line grating patterns can per-
form the function. Each line grating has its specific grating direction and period to perform the
function described previously [44]. There is one more image format working with the grating
pattern. This image format is itself the first line of the multiview image set shown in Fig. 12.5.
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Figure 12.9 A multiview image arrangement in 3-D imaging based on a diffraction grating plate

If there are six different view images in the horizontal direction, the images can be aligned
on a display panel such that three in the first line and three in the second line, or two in first
and next two in the second, and the remainder in the third line. On each of these images, a
2-D diffraction grating directs the image it is under to a designated position in the viewing
zone where all images are optically aligned to the order of 1–6, from left to right, as shown in
Fig. 12.9 [45]. Figure 12.9 shows four bottom images. The viewing regions of top two images
appear at the right side of viewing region 4.

12.4.1.3 MV with Arbitrary Pixel Cell Shapes

For full parallax 3-D image generations, the pixel cells should have a 2-D shape. The shape
doesn’t have to be a rectangle/square as shown in Fig. 12.5, but can be any shape if it can
be joined together with many of its kind, as shown in Fig. 12.10, and adapted to the periodic
structure elemental optics in currently available VZFOs. Pixel cells with any rhombic or par-
allelogram shape can be effectively fitted to the structure and manipulated to have different
numbers of pixels within the cells [46]. This manipulation is significant in minimizing the
moiré fringes inherent in the contact-type 3-D imaging systems [47]. In these systems, moirés
are naturally produced by overlapping the viewing zone forming optics and the display panel
together, because the optics and the panel have regular patterns of comparable periods. The
moirés can be minimized by changing the aspect ratio of the rhombus. The pixel cells with
arbitrary can be designed on plotting paper because the pixel pattern in the display panel has
the grid pattern of such paper. Figure 12.11(a) shows the design procedure. For the design,
two parallel line groups with line slope angles of 𝛼 and −𝛼 are crossed over each other. By
this crossing, many rhombuses with the same shape are generated. The slope angle and the
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Figure 12.11 A method of making arbitrary shaped pixel cells. Source: Jung-Young Son, Vladmir V.
Saveljev, Kae-Dal Kwack, Sung-Kyu Kim, and Min-Chul Park 2006. Reproduced with permission from
the Optical Society
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distance between lines in each line group are defined by considering the number of multiview
images to be loaded on the display panel. Since the lines are straight, they cannot fit to the
shape of the pixels. So the lines are approximated by discrete lines following the edge lines of
the pixels. The pixel cells are defined by the discrete lines.

Figure 12.11(b) shows the discrete lines corresponding with many different slopes. When
𝛼 = ±tan−10.75, the discrete line can be drawn either by shifting four grids to the right and
up (down) three grids, or combinations of one grid to the right and up (down) one or two
times, and two grids to the right and up (down) one grid. The latter will better approximate
the straight line. Figure 12.11(c) shows several pixel cell shapes possible with 𝛼 = ±tan−10.5
and 𝛼 = ±tan−1(1∕3) for line distances of 2, 4, and 6 for the first 𝛼. Several different shape
pixel cells within a rhombus can be designed by changing crossing points, even when the
line distance is the same. Hence, there will be many different pixel cell shapes possible for
different 𝛼 values and line distances, and as a consequence, many different image formats can
be designed with these rhombus type pixel cells.

Figure 12.12 (Plate 20) also shows the image format of the rhombus cell corresponding to a
pixel cell with 4 × 4 pixels. This means that there are 16 different view images and the slope
angle 𝛼 = 450. To design the image format, each view image is transformed into odd and even
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Figure 12.12 (Plate 20) The image format of the rhombus cell corresponding to a pixel cell with 4 × 4
pixels. See plate section for the color version
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Figure 12.13 Three-dimensional images made by the rhombic pixel cells in Fig. 12.12 . Source:
Jung-Young Son, Vladmir V. Saveljev, Kae-Dal Kwack, Sung-Kyu Kim, and Min-Chul Park 2006.
Reproduced with permission from the Optical Society

rhombus images to reduce the resolution of each view image. Figure 12.12 (Plate 20) also
shows how to make odd and even images with having 8 × 7 resolution from the original image
of 16 × 14 resolution. The odd image is generated by taking the average intensity of four pixels
surrounding the red dot, and the even four pixels surrounding the green dot. From the odd and
even images of the 4 × 4 different view images, square pixel cell images corresponding to odd
and even images are formed. Each of these is combined by rhombic shape pixel cell arrays
corresponding to 4 × 4 square pixel cell arrays.

From each of these combined rhombic shape pixel cell images, the cells marked by red and
green circles are combined as shown in the final image format. The 3-D image generated by
the image format based on a rhombic shape pixel cell is shown in Fig. 12.13 with the piece of
the image format to show the cell shape. The cell has the height of six pixels and a width of
five pixels. It consists of 18 pixels.

12.4.1.4 MV Based on Virtual Voxels

In multiview 3-D imaging, the voxel is defined as a virtual spatial picture element supposedly
composed of 3-D images [48,49]. In the viewing zone, forming geometry of MV, voxels plate
are defined as the crossing points of rays from different pixel cells. Since these voxels are very
uniformly distributed, it is possible to identify the pixels within specific pixel cells that are
responsible for forming virtual voxels. Figure 12.14 shows the plane view of virtual pixels in
the viewing zone forming geometry of the MV, The geometry is based on point light source
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Figure 12.14 The plane view of the virtual voxels in the viewing zone forming geometry. Source:
Adapted from Jung-Young Son, Vladmir V. Saveljev, Sung-Kyu Kim and Kyung-Tae Kim 2007

(PLS) array and each PLS illuminates a pixel in its front. This geometry leads the voxels to be
distributed at planes formed by the crossing points and makes it easier to assign a coordinate
value for each voxel. The dark points in Fig. 12.14 represent the virtual voxels.

The Z0 plane is the PLS array plane and each PLS also behaves like a voxel. The circles
represent incomplete voxels. The voxel planes are marked by Z−5 –Z5. The image pattern for
each voxel is shown in Fig. 12.15. The symbol I, the subscript and two superscript numbers
represent the image pattern, the voxel plane, and relative positions in the x and y coordinates.
In the pattern, each grid represents a pixel cell. The image patterns for voxels in the Z0 and
Z−1 planes have a square with the size of a pixel cell. However, the planes are further away
from the Z0 plane, so the square is divided into a smaller square array. The total size of squares
in the array is the same as a pixel cell size. The image patterns for the incomplete voxels are
also shown in Fig. 12.15. The complete image pattern is shifted to the edges and a part of the
pattern is missed. Hence the patterns become incomplete. The image format from the image
pattern for a triangle pyramid is shown in Fig. 12.16 (Plate 21). The left, center, and right side
views of the 3-D image from the image format are also shown in Fig. 12.16. In this figure, K
represents the voxel plane number. The differences are clear. With the rhombic pixel cell the
image pattern for virtual pixels can also be determined. Figure 12.17 shows the image patterns
for different voxels in the rhombic pixel cell, image patterns for 3-D images of five different
Platonic solids displayed on a LCD monitor.
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12.4.1.5 Stereoscopic Image Based on Sharing Pixel Intensity

In the polarization eyeglass-type of stereoscopic imaging based on flat panel displays, a
micro-strip polarization plate is used as the VZFO. However, this method can also be realized
by using two high speed LCDs; one as the display panel, and another as an active polarization
plate. This results in each view image with full panel resolution as in the viewing region
shifting method [41]. Instead of using two high speed LCDs, two ordinary LCDs can also
be used to make each view image have full panel resolution by making two corresponding
position pixels from view images 1 and 2 share the intensity of the corresponding pixel
on the display panel [50]. In this type of imaging, two corresponding pixel intensities are
combined to represent the intensity of the corresponding pixel on the panel. The polarization
direction of the light from the pixel in the panel is rotated by the angle defined by the original
intensity ratio of two corresponding position pixels from view images 1 and 2 by the active
polarization plate. Each pixel is designed to rotate the polarization angle of the light coming
from its corresponding pixel on the panel by the amount determined by the ratio. Hence, view
images 1 and 2 will be separated by the polarization eye glasses as the horizontal and vertical
polarization components. The principle of this method, including the display structure,
is depicted in Fig. 12.18. In this imaging, the intensity of each pixel, Pij
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Figure 12.18 Image format in an intensity sharing type of stereoscopic display
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Figure 12.19 Images on two LCD panels in the intensity sharing type of stereoscopic display

displaying image is determined by Pij
I = 𝛾

√(
Pij

L

)2
+
(

Pij
R

)2
and the rotating angle of the

incoming light’s polarization direction, 𝜃ij by the corresponding pixel in the LC plate for
active polarization plate 𝜃ij = tan−1

(
Pij

L∕Pij
R

)
. Where Pij

L and Pij
R are intensities of ijth pixels

in left and right eye images, respectively, and 𝛾 is a constant. Hence, the polarization direction
and intensity of the light from ijth pixel in the active LC plate will be rotated to 𝜃ij and equal
to Pij

I , respectively. The polarization direction will be divided into horizontal and vertical
components by the polarization direction of polarizers in the eyeglasses. The intensities
of the horizontal and vertical components are proportional to 𝛾Pij

L and 𝛾Pij
R, respectively.

Figure 12.19 shows both left and right view images, the images on display panel, and the
active polarization plate.

12.4.2 Image Formats for Volumetric Imaging

Volumetric imaging methods utilize rotating or translating screens to generate images with a
spatial volume. The rotation and translating screens explicitly reveal that volumetric imaging
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is based on the time multiplexing scheme. On the screens, either each image in a set of images
taken from different depth locations (i.e., layer images) is projected on to the screen when the
screen position is at the image’s corresponding depth location, or a set of voxels is projected
or drawn continuously on the screen as raster, polygonal lines, and individual voxels, by a
scanning laser beam when the screen is at its depth position. It is obvious that there will not
be a difference between the layer and multiview images in usage of them. However, for the
image format point of view, there will be difference between volumetric and multiview imag-
ing because no resolution reduction is required for the volumetric. A set of layer images are
simultaneously displayed on their corresponding displays aligned in a depth direction. For
the case of voxel scanning, the 3-D image space created by the screen rotation or translation
is filled with spatial line arrays by the raster scanning method, polygonal lines by the vector
graphic method, or single voxels by the random access method [51]. Figure 12.20 shows the
volumetric image system forming spatial images on the space created by a rotating screen. The
contour lines are drawn by the raster scanning method to represent gray levels. The necessary
projection or display speed of the layered images, each spatial line, each polygonal line, and
a voxel for avoiding flicker, depends on the brightness of the images. For the case of a movie,
images are projected at 48 frames/sec with screen brightness of about 60 cd/m2 [52]. After
introduction of a transparent display such as LCD, the volumetric image has been realized
with use of many LCD layers with a certain distance between them [53]. Instead of laser scan-
ning, a rotating LED array plate can be used [54]. Each LED in the rotating plate will make
the trace of a circle. The number of voxels within the circle will be determined by the LED
on/off times per/rotation.
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Figure 12.20 Laser scanning volumetric imaging system
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12.4.3 Image Formats for Holographic Imaging

Here, holographic imaging means displaying a hologram electronically, that is, electro-
holographic imaging. A hologram can also be displayed on a flat panel display or a projection
chip and printed on a transparency like the image from a camera, but its image format is
completely different from a camera image. The hologram is a 3-D photo of an object or a
scene. A hologram records the phase variations in the illuminating light source induced by
the surface shape of an object in the form of interference fringes. The interference fringe
patterns on the hologram change with recording methods and the physical characteristics of
the object, such as shape, transparency, surface texture, temperature, and so on. There are
uncountable image patterns for holograms. In this sub-section, the image patterns induced in
the process of making CGHs for fast calculations and to fit into a specific display device, as
well as the fundamentals of generating CGHs, are described.

12.4.3.1 Recording Holograms

The hologram records the shape of the object/scene as the phase differences in the wave-
front of the illuminating light beam, induced by the shape. Hence the images recorded on the
hologram are fringe patterns. When a light beam, which has well-defined wavefronts, hits an
object or a scene, the wavefronts of the reflected beam from the object/scene are modulated
by their surface shapes and dimensions. This reflected beam is recorded together with a refer-
ence beam that has the same distance between wavefronts; that is, wavelength, and originates
from the same light source as the illuminating beam, but the wavefronts have no modula-
tion. These two beams interfere with each other and, as a consequence, an interference fringe
pattern is recorded on the recording plane. Hence the interference fringe pattern comprises
the object/scene’s shape information. The periods of the fringes in the pattern are defined by
the beam’s wavelength and the crossing angle of the two beams. Currently, the light beam
with well-defined wavefronts comes only from a laser. This phenomenon of interference can
be expressed mathematically. In a Cartesian coordinate, the coordinate of each of the points
forming the shape of the object/scene, the surface points on the recording plane, and the ref-
erence beam direction to the recording plane, can be determined. Hence the distance between
an object point and a point on the recording plane can be calculated. This distance can be
transformed to a phase by dividing it by the beam’s wavelength. In this way, the shape of the
object/scene can be transformed to a phase on each point on the recording plane. This phase
information is recorded by interference with the reference beam. Since in each point of the
recording plane beams from other object points are also superposed, each beam also interferes
with the reference beam and other object point beams. Hence a lot of phase information is
superposed at a point on the recording plane. This is the reason why a part of the recording
plane can still preserve all of the object shape information. The recording plane in the CGH
is the display panel but in optical holography, holographic photo plates/films, such as silver
halide, chalcogenide, photopolymers, and others [55], are the recording planes. The CCD or
CMOS chips are used as the recording plane in digital holography. Since the CGH calculates
phase information mathematically with use of a computer and an object can be represented as
points, any object or scene can be made a CGH if the coordinate values for each point of the
points forming the shape is defined.
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12.4.3.2 Mathematical Description of Interference

A hologram is a product of the light interference. To generate this interference phenomenon, at
least two beams from the same light source are necessary and these beams have a well-defined
wavefront at least for the distance between the object/scene and the recording plane.

In a hologram recording, the two beams are named the object wave, EO, which illuminates
the object/scene and then is reflected in the direction of the recording plane, and the reference
wave, ER, which is directly incident on the recording plane with an angle, 𝜑r as shown in
Fig. 12.21. The object and reference waves are represented as,

EO (x, y, z, t) =
∞∑

n=1

∞∑
m=1

∞∑
j=1

O
(
xj, ym, zn

)
ei
{
𝜔t+𝜑O

(
xj,ym,zn

)}

O
(
xj, ym, zn

)
∶ Amplitude of each object point

𝜑O

(
xj, ym, zn

)
∶ Initial Phase of each object point, (12.1)

In Eq. 12.1, it is assumed that the object is composed of infinite number of points in all three
directions for convenience.

ER (x, y, z, t) = R(x, y, z)ei{𝜔t+𝜑r(x,y,z)}

R (x, y, z) ∶ Amplitude of Reference Wave

𝜑r (x, y, z) ∶ Initial Phase of Reference Wave

t ∶ time. (12.2)

As shown in Fig. 12.21, 𝜑r (x, y, z) has a constant value defined by the beam incidence
angle of the reference wave to the recording plane. The interference effect is mathematically

Recording plane

Object
wave

Object
points

Reference
wave

x
z

y

(x, y, 0)

(xj, ym, zn) (0, 0, 0) φr

ξ

Figure 12.21 Recording geometry of a hologram
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represented as [56],

I (x, y, z) =
(
EO + ER

) (
EO + ER

) ∗

= EOEO
∗ + ERER

∗ + EREO
∗ + EOER

∗, (12.3)

where, * represents a conjugate term. The conjugate term has negative phase, that is, the phase
on the exponential term has a negative sign. The interference produces four separate terms.
The first two terms are interference between the same waves, hence they work as background
and speckle noises, and the last two terms actually comprise the object’s phase information.
They are the most important terms in holography. By substituting Eqs. 12.1 and 12.2 into Eq.
12.3, the terms introduced by interference between their own waves are represented as,

ERER
∗ = |R (x, y, z)|2,

EOEO
∗ =

∞∑
n=1

∞∑
m=1

∞∑
j=1

∞∑
n′=1

∞∑
m′=1

∞∑
j′=1

O
(
xj, ym, zn

)
O∗ (xj′ , ym′ , zn′

)
. (12.4)

In Eq. 12.4, ERER
∗ is a complete DC term. This term has no object information and simply

works as a background noise. The EOEO
∗ is the most problematic term because it generates

speckle. Speckle is produced by the interference between object waves. Since the reflected
beam from the object is composed of reflected beams from points composing the object,
a point reflected beam interferes with those from other points. Hence speckle is produced.
Mathematically, the EOEO

∗ term is divided into two terms; one is the j = j′,m = m′, n = n′

case, which represents a DC term that will work as the background noise. Another is the
j ≠ j′,m ≠ m′, n ≠ n′ case, which will be the source of speckles.

EOEO
∗|DC =

∞∑
n=1

∞∑
m=1

∞∑
j=1

|||O (
xj, ym, zn

)|||2
EOEO

∗|Speckle =
∞∑

n=1

∞∑
m=1

∞∑
j=1

∞∑
n′=1

∞∑
m′=1

∞∑
j′=1

O
(
xj, ym, zn

)
O∗ (xj′ , ym′ , zn′

)||| j ≠ j′,m ≠ m′, n ≠ n′.

(12.5)

Hence, it is not necessary to calculate Eqs. 12.4 and 12.5 for CGH calculation. Still to be
calculated are the last two terms in Eq. 12.3. They are represented as,

EREO
∗ = R (x, y, z)

∞∑
n=1

∞∑
m=1

∞∑
j=1

O∗ (xj, ym, zn

)
ei
{
𝜑O

(
xj,ym,zn

)
−𝜑r(x,y,z)

}

EOER
∗ = R∗ (x, y, z)

∞∑
n=1

∞∑
m=1

∞∑
j=1

O
(
xj, ym, zn

)
ei
{
𝜑r(x,y,z)−𝜑O

(
xj,ym,zn

)}
(12.6)

In Eq. 12.6, both EREO
∗ and EOER

∗ are complex terms. They have real and imagi-
nary parts. Hence each of them is written as EREO

∗ = Re
(
EREO

∗) + Im
(
EREO

∗) and
EOER

∗ = Re
(
EOER

∗) + Im
(
EOER

∗). Using one of these relationships, amplitude and phase
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information of an object point on a point on the recording plane can be calculated. This
amplitude and phase information is necessary to calculate CGH with gray level information.
The CGH with gray level information is good enough to reconstruct the object image with
gray level information. In Eq. 12.6, 𝜑O

(
xj, ym, zn

)
is determined as follows.

𝜑O

(
xj, ym, zn

)
= 2𝜋

𝜆

√(
xj − x

)2 +
(
ym − y

)2 + zn
2. (12.7)

Equation 12.6 is further simplified by summing EREO
∗ and EOER

∗. It is given as,

EREO
∗ + EOER

∗ = 2 |R (x, y, z)| ∞∑
n=1

∞∑
m=1

∞∑
j=1

|||O∗ (xj, ym, zn

)|||
cos

{
𝜑O

(
xj, ym, zn

)
− 𝜑r (x, y, z)

}
. (12.8)

In Eq. 12.8, if |||O∗ (xj, ym, zn

)||| has a constant value, this means that points the making up the
object have the same intensity. Equation 12.8 represents the phase-only hologram. It doesn’t
involve the speckle. If it is not a constant value it represents a gray level hologram. A binary
hologram is calculated by assigning a threshold value, then 1 for intensity above the threshold
and 0 for below the threshold.

With Eqs. 12.4 and 12.8, Eq. 12.3 is rewritten as,

I (x, y, z) = |R (x, y, z)|2 + ∞∑
n=1

∞∑
m=1

∞∑
j=1

∞∑
n′=1

∞∑
m′=1

∞∑
j′=1

O
(
xj, ym, zn

)
O∗ (xj′ , ym′ , zn′

)
+ 2 |R (x, y, z)| ∞∑

n=1

∞∑
m=1

∞∑
j=1

|||O∗ (xj, ym, zn

)||| cos{𝜑O

(
xj, ym, zn

)
− 𝜑r(x, y, z)}.

(12.9)

Equation 12.9 represents the mathematical description of the fringe pattern recorded on the
recording plane for the object represented by |||O∗ (xj, ym, zn

)|||. This equation is for the full
parallax hologram calculation generation. For the HPO hologram, both object and recording
plane are sampled to the same number of lines in the vertical direction, and then the phase
information of the object points on Kth row in the object is recorded on the points in the
Kth row of the recording plane. The period of the fringes, 𝛿 recorded on recording plane is
determined by the following relationship. If the crossing angle between object and reference
wave is 𝜉 and the wavelength of the waves 𝜆, the fringe period is given as,

𝛿 = 𝜆

2 sin (𝜉∕2)
. (12.10)

This 𝛿 value corresponds to two pixels in the recording plane. Hence the crossing angle, 𝜉, able
to be recorded on the recording plane, can be defined by the pixel size on the recording plane.
Since this crossing angle is the maximum viewing angle of viewing a point reconstructed in a
hologram, it is more desirable to have a recording plane with smaller size pixels.
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12.4.3.3 Examples of CGH

The binary hologram of a point on the normal line of the recording plane, which is calculated
with Eq. 12.8, is given as in Fig. 12.22. This pattern is compared with the optically obtained
Fresnel zone pattern. The patterns look the same but there are periodical appearances of many
extra patterns on the CGH, and uneven intensity distribution in the Fresnel zone pattern. The
periodic appearance of the same pattern seems to be caused by different diffraction orders,
hence the fringe pattern of the point hologram will not be different from the Fresnel zone
pattern, and the uneven intensity distribution is caused by the speckle effect. No speckle is seen
from the CGH. Since the size of the central rings and the distance between concentric rings
in the CGH pattern increases with increasing object point distance from the recording plane,
it is also possible to control the object point distance from the recording plane by enlarging
or reducing the size of the pattern. Hence, if each point composing an object is replaced by a
Fresnel zone pattern, a CGH of the object is obtained. Figure 12.23 shows the hologram made
in this way. The object is a letter “A” and it consists of 25 points. This hologram is printed on
a transparency and it reconstructs the letter A as shown in Fig. 12.23. In Fig. 12.24, binary and

Optically
obtained

Extra pattern

CGH

Hologram of a point

Figure 12.22 Fresnel zone pattern. Source: Jung-Young Son, Vladmir V. Saveljev, Bahram Javidi,
Dae-Sik Kim, and Min-Chul Park 2006. Reproduced with permission from the Optical Society
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Figure 12.23 Holographic image generation and reconstruction

Binary
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Gray level

Original object
image with
gray level

CGH Reconstructed
image
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Figure 12.24 Comparisons of image formats for binary and gray level CGH
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Extra pattern
Line on
right side

Line on
center

HPO CGH

CCD Hologram

Figure 12.25 HPO CGH and CCD hologram

gray level format CGHs of a dolphin are compared. It appears that the gray level CGH reveals
a fabric woven pattern, and the binary, a wavy pattern.

The reconstructed image from the gray level CGH reveals a gray level but the binary
reveals only the contour of the object. The gray level CGH can be used for most display
chips but the binary is more convenient for DMD, because DMD is a binary device in
principle. Figure 12.25 shows two examples of a HPO hologram and CCD hologram in digital
holography. Figure 12.25 shows the two cases when a vertical line composed of many points
is in the top corner of a triangular prism and when the line is shifted to the outside of the
recording plane’s right side edge without changing its distance from the plane. The holograms
look as if they are composed by the repeated display of the center row image pattern of a
Fresnel zone pattern. They also show the presence of extra patterns mentioned with regards
to Fig. 12.22. The CCD hologram shows fringe patterns and the object image together. The
stereo-hologram is developed to make a natural scene as a hologram. For this purpose, a set
of multiview images is taken with a multiview camera array. These images are displayed in
the order of the multiview images, on a display device with a laser as the illuminating light
source, and each of them are holographically recorded as a thin line with a cylindrical lens or
a point with a spherical lens in front of the device. Without these lenses, it is possible to record
the hologram by dividing the recording plane into the number of strips, which corresponds to
the number of the images in the multiview image set.

The reconstructed image from the hologram will be the multiview image set. Hence the
reconstructed images in front of the recording plane will be mixed together and perceived as a
3-D image. An example of a stereo-hologram is shown in Fig. 12.26. Ten multiview images of
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View 1 View 10

Stereo-hologram: 10 Views

2-Dimensional
point hologram

array

Reconstructed image

Figure 12.26 An example of a stereo-hologram

An example of lohman hologram
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Figure 12.27 Calculation of the Lohmann hologram



Image Formats of Various 3-D Displays 299

a teapot are the object. Figure 12.26 also shows the 2-D point hologram array as in the zebra
hologram, Fig. 12.26 shows an example of stereo-hologram on the recording plane.

There are CGHs that are not based on the interference fringe pattern shown so far. One of
them is the Lohmann hologram. To design this hologram, a pre-calculated CGH is needed. To
design the Lohmann hologram, (1) a recording plane is divided into a 2-D square cell array,
which has the same dimensions as the hologram points in the CGH, and (2) a rectangular
aperture is created in each cell. The height and relative position of the aperture in the cell is
proportional to the amplitude and phase of the CGH point corresponding to the cell, respec-
tively. Figure 12.26 shows the method of designing each cell. The aperture width g is about
half of the cell width. The position Pij of the aperture relative to the center of the cell changes
in proportional to the phase 𝜙 of the ijth hologram point, and the height Aij to the amplitude O.
Hence Pij = (±𝜙∕𝜋) (Δx∕2) and Aij = Δy

(
O∕Omax

)
, where Omax is the maximum amplitude

value of the CGH. An example of the Lohmann hologram designed in this way is also shown
in Fig. 12.27.
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